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Understanding Calculus II: Problems, Solutions, and Tips

Scope:

The goal of this course is to further your understanding and appreciation of calculus. Just as in Understanding Calculus: Problems, Solutions, and Tips, you will see how calculus plays a fundamental role in all of science and engineering.

In the first third of the course, you’ll use the tools of derivatives and integrals that you learned in calculus I to solve some of the great detective stories of mathematics—differential equations. The middle portion of the course will take you to the beautiful world of infinite series and their connection to the functions you have learned about in your studies of precalculus and calculus. Finally, the third part of the course will lead to a solid understanding of key concepts from physics, including particle motion, velocity, and acceleration.

Calculus is often described as the mathematics of change. The concepts of calculus—including velocities, accelerations, tangent lines, slopes, areas, volumes, arc lengths, centroids, curvatures, and work—have enabled scientists, engineers, and economists to model a host of real-life situations.

For example, a physicist might need to know the work required for a rocket to escape Earth’s gravitational field. You will see how calculus allows the calculation of this quantity. An engineer might need to know the balancing point, or center of mass, of a planar object. The integral calculus is needed to compute this balancing point. A biologist might want to calculate the growth rate of a population of bacteria, or a geologist might want to estimate the age of a fossil using carbon dating. In each of these cases, calculus is needed to solve the problem.

Although precalculus mathematics (geometry, algebra, and trigonometry) also deals with velocities, accelerations, tangent lines, slopes, and so on, there is a fundamental difference between precalculus mathematics and calculus. Precalculus mathematics is more static, whereas calculus is more dynamic. The following are some examples.

- An object traveling at a constant velocity can be analyzed with precalculus mathematics. To analyze the velocity of an accelerating object, you need calculus. In fact, vectors and vector-valued functions will be developed in this course in order to analyze motion in the plane.

- The slope of a line can be analyzed with precalculus mathematics. To analyze the slope of a curve, you need calculus. Furthermore, the amount that a curve bends (its curvature) will be studied in this course.

- Finite summations can be analyzed with precalculus mathematics. However, calculus is needed to study infinite summations, or series. These series can be used to represent all the functions you have studied in precalculus and elementary calculus.

This course is presented in the same order as a university-level calculus course. The material is based on the 10th edition of the bestselling textbook Calculus by Ron Larson and Bruce H. Edwards (Brooks/Cole, 2013). However, any standard calculus textbook can be used for reference and support throughout the course.

As you progress through the course, most concepts will be introduced using illustrative examples. You will encounter all the important theoretical ideas and theorems but not dwell on their technical proofs. You will find that it is easy to understand and apply calculus to real-world problems without knowing these theoretical intricacies.
Graphing calculators and computers are playing an increasing role in the mathematics classroom. Without a doubt, graphing technology can enhance the understanding of calculus, so some instances where graphing calculators are used to verify and confirm calculus results have been included.

This course begins with a brief review of key ideas from precalculus and first-semester calculus, including pitfalls to avoid. You will then dive immediately into the vast field of differential equations, including their applications to science and engineering, focusing on topics covered in the Advanced Placement Program.

Next, you will deepen your understanding of two other topics from elementary calculus. First, you will learn more applications of integration, including centers of mass and work. These applications follow the general principles of finding areas and volumes of geometric objects. Second, you will learn more advanced integration techniques, including integration by parts, trigonometric integrals, trigonometric substitution, and partial fractions. A particularly interesting topic involves the calculation of limits by L’Hôpital’s rule and the study of integrals defined on infinite intervals.

The course then turns to the intriguing topic of infinite series. How can you add up an infinite number of numbers? Do infinite summations make sense? You will see that this is indeed possible. You might have seen the following geometric series.

$$1 + \frac{1}{2} + \frac{1}{4} + \frac{1}{8} + \cdots = 2.$$ 

You will also see that most of your favorite functions can be represented by infinite summations. For example, the exponential function has the following infinite series representation.

$$e^x = 1 + x + \frac{x^2}{2} + \frac{x^3}{6} + \frac{x^4}{24} + \cdots.$$ 

One of the surprising consequences of your study of series will be the derivation of the beautiful formula

$$e^{i\pi} = -1,$$ 

where $i$ is the imaginary number $i = \sqrt{-1}$.

There are two main themes of the third part of this course. The first is the study of particle motion, including velocity and acceleration. The second is the development of key ideas that will be needed in third-semester calculus—the extension of calculus from two to three dimensions. Hence, this third part of the course covers conics, parametric equations, polar coordinates, vectors, and vector-valued functions.

By the end of the course, you will have covered all the main topics of second-semester university calculus, including those covered in the Advanced Placement Calculus BC course. In particular, you will be ready to study the calculus of three dimensions, which completes a three-semester university calculus sequence.

Students are encouraged to use all course materials to their maximum benefit, including the video lessons, which you can review as many times as you wish; the individual lesson summaries and accompanying problems in the workbook; and the supporting materials in the back of the workbook, including the solutions to all problems and various review items.
Basic Functions of Calculus and Limits
Lesson 1

Topics

• Introduction.

• Linear functions.

• Polynomial and radical functions.

• Trigonometric functions.

• Logarithmic and exponential functions.

• Limits.

Definitions and Theorems

• The line \( y = mx + b \) has slope \( m \) and \( y \)-intercept \((0, b)\).

• The functions \( f \) and \( g \) are inverses of each other if \( f(g(x)) = x, g(f(x)) = x \) for all values of \( x \) in the appropriate domains.

• Key limits: \( \lim_{x \to 0} \frac{\sin x}{x} = 1, \lim_{x \to 0} \frac{\cos x - 1}{x} = 0, \lim_{x \to 0} \left(1 + \frac{1}{x}\right)^x = e \).

• Key logarithmic properties:

\[
\ln(ab) = \ln a + \ln b.
\]
\[
\ln\left(\frac{a}{b}\right) = \ln a - \ln b.
\]
\[
\ln a^b = b \ln a.
\]

Summary

Welcome to Understanding Calculus II: Problems, Solutions, and Tips! In our first lesson, we review our basic list of functions and their graphs. Without a doubt, confidence in precalculus is crucial for success in calculus. Hence, we open with a list of the top 10 pitfalls in precalculus. The subsequent review of functions will be brief, and you should not hesitate to consult textbooks on algebra and trigonometry to fill in the blanks. Along the way, we will indicate some of the new topics that are coming in later lessons. We will also recall some important limits and their meanings. The lesson closes by discussing how to find the slope of the sine curve at a given point.
Example 1: The Equation of a Line

The equation \( y = 3x - 5 \) represents a line with slope 3 and \( y \)-intercept \((0,-5)\). The line \( y = 3x + 1 \) is parallel to the given line, but with \( y \)-intercept \((0,1)\). The slope of a line perpendicular to these lines would be the negative reciprocal of 3—that is, \(-\frac{1}{3}\).

Example 2: Inverse Functions

The functions \( f(x) = x^3 \) and \( g(x) = \sqrt[3]{x} = x^{\frac{1}{3}} \) are inverses of each other, which means that their graphs are symmetric across the line \( y = x \).

Example 3: The Absolute Value Function

The absolute value function \( f(x) = |x| \) is continuous, but not differentiable, at \( x = 0 \). Its graph appears in the shape of the letter V.

Example 4: Inverse Trigonometric Functions

The inverse sine function is defined by first restricting the domain of the sine function to the closed interval \( \left[ -\frac{\pi}{2}, \frac{\pi}{2} \right] \). Then, we have \( f \) and only if \( x = \sin y \), where \( -\frac{\pi}{2} \leq y \leq \frac{\pi}{2} \) and \(-1 \leq x \leq 1\). A similar argument applies to the definition of the arctangent function.

Example 5: Graphs of Inverses

The functions \( f(x) = \ln x \) and \( g(x) = e^x \) are inverses of each other. Their graphs are symmetric across the line \( y = x \).

Study Tips

- Horizontal lines have equations of the form \( y = c \), a constant. Slope is not defined for vertical lines. Their equations are of the form \( x = b \), where \( b \) is a constant.

- The graphs of inverse functions are symmetric across the line \( y = x \).

- You have to restrict the domains of the trigonometric functions in order to define their inverses.

- The natural logarithmic and exponential functions are inverses of each other—that is, \( e^{\ln x} = x \) and \( \ln e^x = x \).
Pitfalls

The following are the top 10 precalculus pitfalls.

10. Make sure that your graphing calculator is in the correct mode—radian or degree.

9. The notation \( f^{-1}(x) \) does not mean \( \frac{1}{f(x)} \). For example, \( \sin^{-1}(x) \neq \frac{1}{\sin x} \), but rather, \( \sin^{-1} x = \arcsin x \).

   In general, this is the notation for the inverse function of \( f \).

8. Infinity is not a number. For example, never write \([0, \infty] \), but rather, \([0, \infty)\).

7. You can’t divide by zero in mathematics. For example, \( \lim_{x \to 0} \frac{\sin x}{x} = 1 \).

6. Answers can appear in different forms. For example, \( \ln |\sec \theta| = -\ln |\cos \theta| \).

5. Be careful with radical expressions. For example, \( \sqrt{4} = \sqrt{(-4)(-1)} \neq \sqrt{-4}\sqrt{-1} = (2i)(i) = -2 \).

4. Be careful with exponents. For example, \( 2^1 \cdot 2^4 \neq 2^{14} \), but instead, \( 2^1 \cdot 2^4 = 2^{1+4} = 2^5 \).

3. Be careful with logarithms. Remember that for \( a, b > 0 \), \( \ln a + \ln b = \ln(ab) \). The logarithm of a sum is not the sum of the logarithms.

2. You can’t split up denominators. For example, \( \frac{1}{3 - \cos x} \neq \frac{1}{3} - \frac{1}{\cos x} \).

1. Logarithms can be confusing. Remember that \( \ln e = 1 \) and \( \ln 1 = 0 \), whereas \( \ln 0 \) is undefined.

Problems

1. Find the slope and y-intercept of the line \( 2x - 3y = 9 \).

2. Find the equation of the line passing through the point \((2, 1)\) and perpendicular to the line in Exercise 1.

3. How does the graph of \( g(x) = |x - 2| + 3 \) differ from that of \( f(x) = |x| \)?

4. Show that \( f(x) = 5x + 1 \) and \( g(x) = \frac{x - 1}{5} \) are inverses of each other.
5. Find the inverse function of \( f(x) = \sqrt{x - 2} \).

6. Find the horizontal and vertical asymptotes of the graph of \( f(x) = \frac{2x^2 + 1}{x^2 - 1} \).

7. How would you restrict the domain of the cosine function in order to define its inverse function?

8. Use the formula for the sine of a sum to prove the formula \( \sin 2u = 2 \sin u \cos u \).

9. Use the formula for the cosine of a sum to prove the formula \( \cos 2u = 1 - 2 \sin^2 u \).

10. Calculate the limit \( \lim_{x \to 0} \frac{1 - \cos x}{x^2} \).
Differentiation Warm-Up
Lesson 2

Topics

- Tangent lines to curves.
- Derivative formulas.
- Derivatives of trigonometric functions.
- Derivatives of logarithmic and exponential functions.
- Implicit differentiation and inverse functions.
- Derivatives and graphs.

Definitions and Theorems

- The derivative of a constant function is 0.
- For polynomial and radical functions, you have \( \frac{d}{dx}(x^n) = nx^{n-1} \).
- The derivatives of the 6 trigonometric functions:
  \( (\sin x)' = \cos x, (\cos x)' = -\sin x \).
  \( (\tan x)' = \sec^2 x, (\cot x)' = -\csc^2 x \).
  \( (\sec x)' = \sec x \tan x, (\csc x)' = -\csc x \cot x \).
- The derivative of the logarithmic function: \( \frac{d}{dx} \ln x = \frac{1}{x} \).
- The derivative of the exponential function: \( (\sin x)' = \cos x, (\cos x)' = -\sin x \).
- The derivatives of the 3 most important inverse trigonometric functions:
  \( \frac{d}{dx} \arcsin x = \frac{1}{\sqrt{1-x^2}} \).
  \( \frac{d}{dx} \arctan x = \frac{1}{1+x^2} \).
  \( \frac{d}{dx} \arccos x = \frac{1}{|x|\sqrt{x^2-1}} \).
- The chain rule: If \( y = f(u) \) is a differentiable function of \( u \) and \( u = g(x) \) is a differentiable function of \( x \), then \( y = f(g(x)) \) is a differentiable function of \( x \) and \( \frac{dy}{dx} = \frac{dy}{du} \cdot \frac{du}{dx} \), or equivalently, \( \frac{d}{dx} \left[ f(g(x)) \right] = f'(g(x))g'(x) \).
Lesson 2: Differentiation Warm-Up

Summary

In this second review lesson, we recall the main concepts of differentiation. We first use the formal definition of derivative to show that the slope of the tangent to the curve \( y = \sin x \) at any point \((x, y)\) equals \(\cos x\). We then review the basic formulas for calculating derivatives. We recall the derivatives of trigonometric, logarithmic, and exponential functions. We then apply our knowledge of derivatives to the analysis of a graph. Finally, we close by reversing the problem: Given the derivative of a function, what is the original function?

Example 1: The Slope of the Tangent Line to the Sine Function

Find the slope of the tangent line to the graph of the sine function at any point \((x, y)\).

Solution

Let \((x + \Delta x, \sin(x + \Delta x))\) be a point near \((x, y)\) on the sine graph. Then, the slope of the line joining these points is 

\[
m \approx \frac{\sin(x + \Delta x) - \sin x}{(x + \Delta x) - x} = \frac{\sin(x + \Delta x) - \sin x}{\Delta x}.
\]

The exact slope is obtained by taking the limit as \(\Delta x \to 0\):

\[
m = \lim_{\Delta x \to 0} \frac{\sin(x + \Delta x) - \sin x}{\Delta x} = \lim_{\Delta x \to 0} \frac{\sin x \cos(\Delta x) + \cos x \sin(\Delta x) - \sin x}{\Delta x} \\
= \lim_{\Delta x \to 0} \cos x \frac{\sin(\Delta x)}{\Delta x} + \lim_{\Delta x \to 0} \frac{\cos(\Delta x) - 1}{\Delta x} = \cos x (1) + \sin x (0) = \cos x.
\]

Example 2: The Derivative of a Function

Calculate the derivative of the function 

\[f(x) = x^6 + 3x^4 - \sqrt{x} + 2\frac{2}{x} - \pi.\]

Solution

We first rewrite the function and then differentiate, as follows.

\[
\frac{d}{dx} \left(x^6 + 3x^4 - \sqrt{x} + 2\frac{2}{x} - \pi\right) = \frac{d}{dx} \left(x^6 + 3x^4 - x^{1/2} + 2x^{-1} - \pi\right) \\
= 6x^5 + 12x^3 - \frac{1}{2}x^{-1/2} - 2x^{-2} = 6x^5 + 12x^3 - \frac{1}{2}\frac{2}{x^2}.
\]

Example 3: The Derivative of a Logarithmic Function

Calculate the derivative of \(f(x) = \ln(4x)\).

Solution

We can use the chain rule, or properties of the logarithmic function.
(ln 4x)′ = \frac{1}{4x} (4) = \frac{1}{x}.
(ln 4x)′ = (ln 4 + ln x)′ = \frac{1}{x}.

Example 4: The Derivative of an Exponential Function

Use the quotient rule to calculate the derivative of \( f(x) = \frac{e^{2x}}{x} \).

Solution

\[
\frac{d}{dx} \left[ \frac{e^{2x}}{x} \right] = \frac{(x)(2e^{2x}) - (e^{2x})(1)}{x^2} = e^{2x} \left( \frac{2}{x} - \frac{1}{x^2} \right) = \frac{e^{2x}}{x^2} (2x - 1).
\]

Example 5: Implicit Differentiation

Use implicit differentiation to calculate \( \frac{dy}{dx} \) if \( x = \sin y \).

Solution

We implicitly differentiate both sides to obtain \( 1 = \cos y \left( \frac{dy}{dx} \right) \Rightarrow \frac{dy}{dx} = \frac{1}{\cos y} \). Next, we use the fundamental trigonometric identity to express our answer in terms of \( x \).

\[
\cos y = \sqrt{1 - \sin^2 y} = \sqrt{1 - x^2} \Rightarrow \frac{dy}{dx} = \frac{1}{\cos y} = \frac{1}{\sqrt{1 - x^2}}.
\]

Notice that we are assuming that \( -\frac{\pi}{2} \leq y \leq \frac{\pi}{2} \), which ensures that \( \cos y \geq 0 \).

Example 6: Derivatives and Graphs

Analyze the graph of the function \( f(x) = 2x^{\frac{3}{5}} - 5x^{\frac{1}{5}} \).

Solution

We first calculate the derivatives \( f′(x) = \frac{10}{3} x^{\frac{3}{5}} \left( x^{\frac{2}{5}} - 2 \right) \) and \( f''(x) = \frac{20}{9} \left( x^{\frac{3}{5}} - 1 \right) \). Solving \( f(x) = 0 \), we obtain the intercepts \((0,0)\) and \( \left( \frac{125}{8}, 0 \right) \). Setting the first derivative equal to zero, we obtain the critical numbers \( x = 0 \) and \( x = 8 \). By analyzing the sign of the first derivative, we see that the graph is increasing on \((−\infty, 0)\) and \((8, \infty)\) and decreasing on \((0,8)\). Analyzing the second derivative, we see that the graph is concave downward on \((−\infty, 0)\) and \((0,1)\) and concave upward on \((1,\infty)\). There is an inflection point at \( x = 1 \). Finally, we see that there is a relative minimum at \((8, -16)\) and a relative maximum at \((0,0)\). Try graphing the function with your graphing utility to verify these results.
Study Tips

- In general, the rules for differentiation are straightforward. Many computers and graphing calculators have built-in capabilities for calculating derivatives.

- Keep in mind that your answer might not look like the answer in the textbook.

- For example, your answer for the derivative of \( y = \sin x \cos x \) might be \( \cos^2 x - \sin^2 x \), whereas the textbook might have the equivalent answer \( \cos 2x \).

- In Example 5, we actually calculated the derivative of the inverse sine function.

- In Example 1, some textbooks use the notation \( h \) instead of \( \Delta x \).

Pitfalls

- The derivative of a product is not the product of the derivatives. In fact,
  \[
  \frac{d}{dx}[f(x)g(x)] = f(x)g'(x) + g(x)f'(x).
  \]

- The derivative of a quotient is not the quotient of the derivatives. In fact,
  \[
  \frac{d}{dx}\left[\frac{f(x)}{g(x)}\right] = \frac{g(x)f'(x) - f(x)g'(x)}{[g(x)]^2}.
  \]

- Remember to use the chain rule. The derivative of \( y = \sin 6x \) is not \( y' = \cos 6x \), but rather, \( y' = 6\cos 6x \).
1. Find the derivative of $g(x) = 2x^4 - \frac{1}{\sqrt{x}} + \frac{3}{x^3} + 17$.

2. Find the equation of the tangent line to $y = \sqrt{\cos x}$ at the point $(0, 1)$.

3. Find the derivative of $y = e^{2x} \ln 4x$.

4. Find the slope of the graph of $f(x) = \frac{\sin 2x}{\cos 3x}$ at the point $(\pi, 0)$.

5. Use implicit differentiation to find $\frac{dy}{dx}$ if $x = \tan y$. What is the derivative of the arctangent function?

6. Find the critical numbers of $f(x) = \frac{x^2 - 2x + 1}{x + 1}$. Determine the open intervals on which the graph is increasing or decreasing.

7. Find the critical numbers of $g(x) = (x + 2)^{2/3}$. Determine the open intervals on which the graph is increasing or decreasing.

8. Determine the intervals on which the graph of $f(x) = \frac{x^2 + 4}{4 - x^2}$ is concave upward or concave downward.

9. Find all relative extrema of the function $f(x) = \cos x + \sin x$.

10. What is the function $f$ if $f'(x) = x^6 + \sec^2 x + \frac{1}{x} + e^{2x}$, $0 < x < \frac{\pi}{2}$?
Integration Warm-Up
Lesson 3

Topics

• Antiderivatives.
• Integration by substitution.
• The definite integral and area.
• The fundamental theorem of calculus.
• The second fundamental theorem of calculus.

Definitions and Theorems

• Let \( f \) be a continuous function on the closed interval \([a,b]\) and let \( F \) be an antiderivative of \( f \). The fundamental theorem of calculus says that
  \[
  \int_a^b f(x) \, dx = F(b) - F(a).
  \]

• Let \( f \) be continuous on the open interval \( I \) containing \( a \). Then, for every \( x \) in the interval, the second fundamental theorem of calculus says that
  \[
  \frac{d}{dx} \left[ \int_a^x f(t) \, dt \right] = f(x).
  \]

Summary

In this third review lesson, we recall the basic facts about integration. We first discuss how to find antiderivatives using our knowledge of derivatives. After a simple example of integration by substitution, we turn to definite integrals and the area problem. The fundamental theorem of calculus is the major theorem here, permitting us to evaluate definite integrals using antiderivatives. This theorem and the second fundamental theorem of calculus show how integration and differentiation are basically inverse operations. We end the lesson by solving a differential equation.

Example 1: Finding Antiderivatives

a. \[
\int \left( x^4 + \cos x + e^x \right) \, dx = \frac{x^5}{5} + \sin x + e^x + C.
\]

b. \[
\int_{\frac{1}{x}}^{1} \, dx = \ln |x| + C.
\]

Example 2: Integration by Substitution

Calculate the integral \( \int x \sin x^2 \, dx \).
Solution

We use integration by substitution by letting \( u = x^2 \) and \( du = 2x \, dx \). Hence, we have

\[
\frac{1}{2} \int \sin x^2 \,(2x \, dx) = \frac{1}{2} \left( -\cos x^2 \right) + C = -\frac{1}{2} \cos x^2 + C.
\]

Example 3: Definite Integrals

Set up the definite integral for the area under the semicircle \( y = \sqrt{25 - x^2} \).

Solution

The limits of integration are \( x = -5 \) and \( x = 5 \). Hence, the area is given by the integral

\[
\int_{-5}^{5} \sqrt{25 - x^2} \, dx = \frac{1}{2} \pi (5)^2 = \frac{25 \pi}{2}.
\]

Example 4: The Fundamental Theorem of Calculus

Use the fundamental theorem of calculus to evaluate the integral \( \int_{-4}^{4} (16 - x^2) \, dx \).

Solution

We find an antiderivative for the integrand and then evaluate it at the two endpoints.

\[
\int_{-4}^{4} (16 - x^2) \, dx = \left[ 16x - \frac{x^3}{3} \right]_{-4}^{4} = \left( 16(4) - \frac{4^3}{3} \right) - \left( 16(-4) - \frac{(-4)^3}{3} \right) = 128 - 128 + \frac{256}{3} = \frac{256}{3}.
\]
Example 5: The Second Fundamental Theorem of Calculus

Verify the second fundamental theorem of calculus for the derivative \( \frac{d}{dx} \left[ \int_a^x \cos t \, dt \right] \).

Solution

We first integrate, then differentiate, as follows
\[
\frac{d}{dx} \left[ \int_a^x \cos t \, dt \right] = \frac{d}{dx} \left[ \sin x \right] = \frac{d}{dx} \left[ \sin x - \sin a \right] = \cos x.
\]

Study Tips

- You can check your work to an integration problem by differentiating the answer. For instance, in Example 2, \( (\frac{1}{2} \cos x^2)' = -\frac{1}{2} (-\sin x^2)(2x) = x \sin x^2 \), which is the original integrand.
- It is often helpful to take advantage of symmetry. For instance, in Example 4, the integral is equivalent to \( \int_a^b (16 - x^2) \, dx = 2 \int_0^a (16 - x^2) \, dx \). The lower limit of 0 will make the integration much easier.
- When using the fundamental theorem of calculus, you don’t need to add a constant of integration. In other words, any antiderivative will do.
- In general, integration is more difficult than differentiation. Fortunately, computers and calculators can find many antiderivatives. Furthermore, there are many numerical techniques for definite integrals, such as the trapezoidal rule and Simpson’s rule.
- Many integration formulas come directly from corresponding derivative formulas. For example, because we know that \( \frac{d}{dx} \arctan x = \frac{1}{1+x^2} \) and \( \int \frac{1}{1+x^2} \, dx = \arctan x + C \),
- Keep in mind that you need to have a constant of integration for indefinite integrals (antiderivatives), but not for definite integrals.

Pitfalls

- You cannot move variables outside the integral sign. For example, \( \int_0^1 x^3 \cos x \, dx \neq x^3 \int_0^1 \cos x \, dx \).
- When using the second fundamental theorem of calculus, make sure that the constant \( a \) is the lower limit of integration and that \( x \) is the upper limit. For example, \( \int_a^x f(t) \, dt = -\int_x^a f(t) \, dt \), whereas the integral \( \int_a^b f(t) \, dt \) also requires the chain rule.
- The integral of \( f(x) = \frac{1}{x} \ln |x| + C \). You can omit the absolute value sign if the variable \( x \) is positive.
1. Find the antiderivative: \( \int (\sqrt{x} + e^{-x}) \, dx \).

2. Set up the definite integral for the area bounded by the line \( y = 2x \) and the \( x \)-axis, between \( x = 1 \) and \( x = 5 \).

3. Use the fundamental theorem of calculus to evaluate \( \int_{-1}^{0} \left( \frac{1}{\sqrt{x}} - \frac{1}{\sqrt{x}} \right) \, dt \).

4. Use the fundamental theorem of calculus to evaluate \( \int_{0}^{\pi/2} \cos \left( \frac{2x}{3} \right) \, dx \).

5. Use the fundamental theorem of calculus to evaluate \( \int_{-1}^{1} \frac{1}{2x+3} \, dx \).

6. Find the area bounded by \( y = e^{-2x} + 2, y = 0, x = 0 \), and \( x = 2 \).

7. Solve the differential equation \( \frac{dy}{dx} = \frac{\ln x}{x} \), \( y(1) = -2 \).

8. Solve the differential equation \( f''(x) = \sin x + e^{2x}, f(0) = \frac{1}{4}, f'(0) = \frac{1}{2} \).

9. Find \( F''(x) \) if \( F(x) = \int_{0}^{x} \sin t^2 \, dt \).

10. Use the substitution \( u = x + 6 \) to calculate \( \int x\sqrt{x + 6} \, dx \).
Lesson 4: Differential Equations—Growth and Decay

Topics

- Verifying solutions to differential equations.
- Separation of variables.
- Euler’s method.
- Growth and decay models.
- Applications.

Definitions and Theorems

- A **differential equation** in \( x \) and \( y \) is an equation that involves \( x, y \), and derivatives of \( y \).
- A function \( f(x) \) is a **solution** to a differential equation if the equation is satisfied when \( y \) and its derivatives are replaced by \( f(x) \) and its derivatives.
- **Euler’s method** for approximating the solution to \( y' = F(x, y), y(x_0) = y_0 \) is given by
  \[
  x_n = x_{n-1} + h, \quad y_n = y_{n-1} + hF(x_{n-1}, y_{n-1}) \]
  Here, \( F(x, y) \) is a convenient notation to indicate that \( y' \) equals an expression involving both \( x \) and \( y \).
- The solution to the **growth and decay model** \( \frac{dy}{dt} = ky \) is \( y = Ce^{kt} \).

Summary

In this lesson, we review the basic concepts of differential equations. We show how to use the technique of separation of variables to solve separable equations. We develop Euler’s method, a simple numerical algorithm for approximating solutions to differential equations. Then, we look at growth and decay models and present two applications.

**Example 1: Verifying a Solution to a Differential Equation**

Verify that the function \( y = Cx^3 \) is a solution to the differential equation \( xy' - 3y = 0 \).

**Solution**

We have \( y = Cx^3 \), which implies that \( y' = 3Cx^2 \). Hence, \( xy' - 3y = x(3Cx^2) - 3(Cx^3) = 0 \), which verifies that \( y = Cx^3 \) is a solution to the differential equation.
Example 2: Separation of Variables

Use the technique of separation of variables to solve the differential equation \( y' = \frac{2x}{y} \).

**Solution**

We bring all the terms involving \( x \) to one side and those involving \( y \) to the other side. Then, we integrate both sides to obtain the solution: \( \int y \, dy = \int \frac{2x}{y} \, dx \Rightarrow y \, dy = 2x \, dx \). Integrating both sides,

\[ \int y \, dy = \int \frac{2x}{2} = x^2 + C. \]

Simplifying, we obtain the solution \( y^2 - 2x^2 = C \).

Example 3: Using Euler’s Method

Use Euler’s method with \( h = 0.1 \) to approximate the solution to the differential equation \( y' = x - y, y(0) = 1 \) at the points \( x = 0.1 \) and \( 0.2 \).

**Solution**

Euler’s method in this case is \( y' = F(x, y) = x - y, x_0 = 0, y_0 = 1, h = 0.1 \). Then, we have

\[ x_1 = 0.1 \text{ and } y_1 = y_0 + hF(x_0, y_0) = 1 + (0.1)(0 - 1) = 0.9. \]

The next step is

\[ x_2 = 0.2 \text{ and } y_2 = y_1 + hF(x_1, y_1) = 0.9 + (0.1)(0.1 - 0.9) = 0.82. \]

Example 4: An Application to Carbon Dating

Carbon 14 dating assumes that the carbon dioxide on Earth today has the same radioactive content as it did centuries ago. If this is true, then the amount of carbon 14 absorbed by a tree that grew several centuries ago would be the same as the amount absorbed by a tree today. A piece of ancient charcoal contains only 15% as much as a piece of modern charcoal. How long ago was the tree burned? (The half-life of carbon 14 is 5715 years.)

**Solution**

Using the growth and decay model \( y = Ce^{kt} \), the initial amount of carbon 14 is \( C \). Hence,

\[ \frac{1}{2} C = Ce^{k(5715)} \Rightarrow e^{k(5715)} = \frac{1}{2} \]

Using the properties of logarithms, we have \( k(5715) = \ln \frac{1}{2} \Rightarrow k = -0.0001213 \).

Hence, \( 0.15C = Ce^{kt} \Rightarrow 0.15 = e^{-0.0001213t} \). Solving for \( t \), we obtain \( \ln 0.15 = -0.0001213t \Rightarrow t \approx 15,640 \text{ years.} \)
Study Tips

- The general solution to a differential equation will contain one or more arbitrary constants. You need to have appropriate initial conditions to determine these constants.
- You can always check your solution to a differential equation by substituting it back into the original equation.
- Euler’s method is the simplest of all the numerical methods for solving differential equations. You can obtain more accurate approximations by using a smaller step size, or a more accurate method, such as the Runge-Kutta method.
- For the growth and decay model \( y = Ce^{kt} \), there is growth when \( k > 0 \) and decay when \( k < 0 \).
- Logarithmic manipulations play an important role in solving growth and decay applications. For example, the following is how to solve for an exponent \( k \).

\[
e^{k(5715)} = \frac{1}{2} \Rightarrow \ln e^{k(5715)} = \ln \frac{1}{2} \Rightarrow k(5715) = \ln \frac{1}{2}. \quad \text{Finally, } k = \frac{\ln \frac{1}{2}}{5715} = -\frac{\ln 2}{5715}.
\]

Pitfalls

- Be careful when working with logarithms. For example, in the computation

\[
-2k = \ln \left(\frac{3}{4}\right) \Rightarrow k \approx 0.4236, \text{ the final answer is positive because } \ln \left(\frac{3}{4}\right) < 0.
\]

- Unfortunately, not all differential equations can be solved by separation of variables. To use this method, you have to be able to move all of the terms containing \( x \) to one side and all of the terms containing \( y \) to the other side.

Problems

1. Verify that \( y = Ce^{4t} \) is a solution to the differential equation \( y' = 4y \).
2. Verify that \( y^2 - 2\ln y = x^2 \) is a solution to the differential equation \( y' = xy/(y^2 - 1) \).
3. Verify that \( y = e^{-\cos t} \) satisfies the differential equation \( y' = y\sin x, y(\pi/2) = 1 \).
4. Verify that \( y = C_1\sin 3x + C_2\cos 3x \) satisfies the differential equation \( y'' + 9y = 0 \). Then, find the particular solution satisfying \( y(\pi/6) = 2 \) and \( y'(\pi/6) = 1 \).
5. Use integration to find the general solution of the differential equation \( y' = xe^x \).
6. Solve the differential equation \( \frac{dy}{dx} = \frac{5x}{y} \).
7. Solve the differential equation \( y' = x(1 + y) \).
8. Find the equation of the graph that passes through the point \((9,1)\) and has slope \( y' = \frac{y}{2x} \).
9. Use Euler’s method with \( h = 0.1 \) to approximate \( y(0.2) \) for the differential equation \( y' = x + y, y(0) = 2 \).
10. Radioactive radium has a half-life of approximately 1599 years. What percent of a 20-gram amount remains after 1000 years?
Applications of Differential Equations
Lesson 5

Topics

- More on separation of variables.
- Orthogonal trajectories.
- The logistic differential equation.
- An application of the logistic differential equation.

Definitions and Theorems

- The orthogonal trajectories of a given family of curves are another family of curves, each of which is orthogonal to every curve in the given family.

- The logistic differential equation is \( \frac{dy}{dt} = ky\left(1 - \frac{y}{L}\right) \), where \( k \) is the rate of growth (or decay) and \( L \) is a limit on the growth (or decay). Its solution is \( y = \frac{L}{1 + be^{-kt}} \).

Summary

In this lesson, we look at some important applications of differential equations. After reviewing the technique of separation of variables, we study orthogonal trajectories, which consist of a family of curves, each of which is orthogonal (perpendicular) to every curve in a given family. For example, in thermodynamics, the flow of heat across a plane surface is orthogonal to the isothermal curves (curves of constant temperature). Then, we develop the famous logistic differential equation and use it in an application involving animal populations. This model was first proposed by the Dutch mathematical biologist Pierre-Francois Verhulst in the 1840s.

Example 1: Separation of Variables

Solve the differential equation \((x^2 + 4) \frac{dy}{dx} = xy\).

Solution

Move all of the terms involving \( x \) to one side of the equation and all of the terms involving \( y \) to the other side. Then, integrate both sides.

\[
\frac{dy}{y} = \frac{x}{x^2 + 4} \, dx \Rightarrow \int \frac{dy}{y} = \int \frac{x}{x^2 + 4} \, dx \Rightarrow \ln |y| = \frac{1}{2} \ln (x^2 + 4) + C.
\]

The calculus portion of the problem is finished. Next, we need to use our precalculus skills to solve for \( y \).

\[
\ln |y| = \ln \sqrt{x^2 + 4} + \ln e^C = \ln \left[ e^C \sqrt{x^2 + 4} \right] \Rightarrow |y| = e^C \sqrt{x^2 + 4}.
\]

Hence, the final answer is \( y = C \sqrt{x^2 + 4} \).
Example 2: Orthogonal Trajectories

Find the orthogonal trajectories for the family of hyperbolas given by \( y = \frac{C}{x} \).

Solution

Rearrange the equation so that the constant \( C \) is on one side, and implicitly differentiate to find \( \frac{dy}{dx} \): \[ y = \frac{C}{x} \Rightarrow \frac{y}{x} = C \cdot \frac{dy}{dx} \]. Hence, \( y + x \frac{dy}{dx} = 0 \Rightarrow \frac{dy}{dx} = -\frac{y}{x} \). Because the slope at any point \((x, y)\) is \( -\frac{y}{x} \), the slope for the orthogonal family is \( \frac{dy}{dx} = \frac{x}{y} \). Next, we separate variables to find the orthogonal trajectories:

\[ y \, dy = x \, dx \Rightarrow \int y \, dy = \int x \, dx \Rightarrow \frac{y^2}{2} = \frac{x^2}{2} + C \]. Finally, we see that the curves are hyperbolas, \( y^2 - x^2 = K \).

Example 3: An Application of the Logistic Differential Equation

A state game commission releases 40 elk into a game refuge. After 5 years, the elk population is 104. The commission believes that the environment can support no more than 4000 elk. Use the logistic model to estimate the elk population after 15 years.

Solution

The carrying capacity is \( L = 4000 \), so the solution becomes \( y = \frac{4000}{1 + be^{-at}} \). At time \( t = 0 \), there are 40 elk, so we
can find \( b \), as follows. \( y(0) = 40 \Rightarrow 40 = \frac{4000}{1 + be^{-4(0)}} = \frac{4000}{1 + b} \Rightarrow 40 + 40b = 4000 \Rightarrow b = 3960 / 40 = 99 \). At time \( t = 5 \), \( y = 104 \), so we can find \( k \). \( 104 = \frac{4000}{1 + 99e^{-4(5)}} \Rightarrow k \approx 0.194 \). Our model is complete: \( y = \frac{4000}{1 + 99e^{-0.194t}} \). At time \( t = 15 \), \( y = \frac{4000}{1 + 99e^{-0.194(15)}} \approx 626 \) elk.

**Study Tips**

- Keep in mind that you can always check your solution to a differential equation by substituting it, and its derivatives, into the original differential equation.
- In the growth and decay model \( y = Ce^t \), growth (or decay) is unlimited. In the logistic model, there is a limit on the population, called the carrying capacity. In other words, \( y = L \) is a horizontal asymptote of the graph of the solution.
- Two trivial solutions to the logistic differential equation \( \frac{dy}{dt} = ky \left( 1 - \frac{y}{L} \right) \) are \( y = 0 \) and \( y = L \).

**Pitfalls**

- Although sometimes true, the function \( y = 0 \) is not always a solution to a separable differential equation. For example, \( y = 0 \) is not a solution to the equation \( \frac{dy}{dx} = \frac{x}{y} \).
- Scientists use many different symbols for the independent and dependent variables. For example, you will often see \( t \) or \( \theta \) instead of the independent variable \( x \). In addition, the dependent variable might be \( P \) or \( N \) instead of \( y \).
- Don’t forget to include the absolute value sign when integrating the function \( \int_1^\infty \frac{1}{x} \, dx = \ln|x| + C \).

**Problems**

1. Solve the differential equation \( \frac{dy}{dx} = \sqrt{xy} \).

2. Solve the differential equation \( y \ln x - xy' = 0 \).

3. Find the particular solution of the differential equation \( \frac{du}{dv} = uv \sin \nu^2 \), \( u(0) = 1 \).

4. Find the orthogonal trajectories of the family \( y = Ce^t \).
5. Find the orthogonal trajectories of the family \( x^2 = Cy \).

6. Verify that \( y = \frac{L}{1 + be^{-kt}} \) satisfies the logistic differential equation \( \frac{dy}{dt} = ky \left( 1 - \frac{y}{L} \right) \).

7. Solve the logistic differential equation \( \frac{dy}{dt} = y \left( 1 - \frac{y}{36} \right), y(0) = 4 \).

8. Solve the logistic differential equation \( \frac{dy}{dt} = \frac{4y}{5} - \frac{y^2}{150}, y(0) = 8 \).

9. At time \( t = 0 \), a bacterial culture weighs 1 gram. Two hours later, the culture weighs 4 grams. The maximum weight of the culture is 20 grams. Write a logistic equation that models the weight of the bacterial culture. Then, use your model to find the weight after 5 hours.

10. Write the differential equation that models the following verbal statement: The rate of change of \( y \) with respect to \( x \) is proportional to the difference between \( y \) and 4.
Linear Differential Equations
Lesson 6

Topics

• Linear differential equations.
• Integrating factors.
• Applications.

Definitions and Theorems

• A first-order linear differential equation is an equation that can be written in the standard form
  \[ \frac{dy}{dx} + P(x)y = Q(x). \]
  Here, \( P(x) \) and \( Q(x) \) are continuous functions of the independent variable \( x \).
• The integrating factor for a first-order linear differential equation in the standard form is \( u = e^{\int P(x)dx} \).

Summary

In this lesson, we study linear differential equations, which typically cannot be solved by separation of variables. The key to their solution is the use of an integrating factor. By multiplying both sides of the equation by the integrating factor, the left-hand side becomes the derivative of a product involving the solution \( y \). Hence, the solution is obtained by integrating both sides and solving for \( y \). We present some applications of linear differential equations and finally return to an equation we considered early in our development of Euler’s method.

Example 1: Using an Integrating Factor

Multiply both sides of the differential equation \( x'y + ye = e^x \) by the integrating factor \( e^x \) and solve the resulting equation.

Solution

Multiplying through by the integrating factor \( e^x \) produces the product of a derivative on the left-hand side of the original differential equation: \( y'e^x + ye^x = e^x \). Next, integrate both sides and solve for \( y \):

\[
ye^x = \int e^x \, dx = \frac{1}{2} e^{2x} + C \Rightarrow y = \frac{1}{2} e^x + Ce^{-x}.
\]

Example 2: Solving a Linear Differential Equation

Solve the differential equation \( y' - \frac{2}{x}y = x^2, x > 0 \).
Solution

We first calculate the integrating factor: \( \int P(x) \, dx = -\int \frac{2}{x} \, dx = -2 \ln |x| = -\ln x^2 \), which implies that the integrating factor is \( u(x) = e^{\int P(x) \, dx} = e^{-\ln x^2} = \frac{1}{x^2} \). Next, we multiply the original differential equation by the integrating factor. \( y' - \frac{2}{x} y = x \Rightarrow y' \frac{1}{x} - \frac{2}{x^2} y = x \frac{1}{x} \Rightarrow y' \frac{1}{x^2} - \frac{2}{x^3} y = \frac{1}{x} \Rightarrow \left( y \frac{1}{x^2} \right)' = \frac{1}{x} \). The left-hand side is a derivative, so we then integrate both sides: \( y \frac{1}{x^2} = \int \frac{1}{x} \, dx = \ln x + C \Rightarrow y = x^2 \ln x + Cx^2 \).

Example 3: An Application to Falling Bodies with Air Resistance

A calculus textbook of mass \( m \) is dropped from a hovering helicopter. Find its velocity at time \( t \) if the air resistance is proportional to the book’s velocity.

Solution

The downward force on the book is given by \( F = mg - kv \), where \( g \) is the gravitational constant, \( v \) is the velocity of the textbook, and \( k \) is a constant of proportionality. By Newton’s second law,

\[
F = ma = m \frac{dv}{dt} = mg - kv. 
\]

This simplifies to the linear differential equation \( \frac{dv}{dt} + \frac{k}{m} v = g \). Solving this equation gives \( v = \frac{mg}{k} \left( 1 - e^{-\frac{kt}{m}} \right) \).

Study Tips

- The separable differential equation \( \frac{dN}{dt} = k (650 - N) \) can be rewritten in the form of a linear differential equation \( \frac{dN}{dt} + kN = 650k \).
- The differential equation \( y' + x \sqrt{y} = x^2 \) is not linear due to the square root term.
- When computing an integrating factor, you do not need a constant of integration.
- Many textbooks emphasize the formula for solving linear differential equations. Instead, just memorize the formula for the integrating factor, \( u = e^{\int P(x) \, dx} \).
- Notice in Example 3 that the velocity approaches \( \frac{mg}{k} \) as \( t \) increases. If there were no air resistance, the velocity would increase without bound.

Pitfalls

- Although there are exceptions, separation of variables cannot be used for linear differential equations.
• A differential equation might not seem linear at first glance. However, you might be able to rearrange the equation into the standard form of a linear equation, as indicated in the following examples.

1. \( y' + xy = e^x \) \( \Rightarrow \) \( y' + \left(x - e^x\right)y = 0. \)

2. \( xy' - 2y = x^2 \) \( \Rightarrow \) \( y' - \frac{2}{x} \) \( y = x. \)

• Besides using an integrating factor to solve a linear differential equation, you might need to use advanced integration techniques, such as integration by parts (Lesson 10) to complete the solution.

### Problems

1. Determine whether the differential equation \( x^3y' + xy = e^x + 1 \) is linear.

2. Determine whether the differential equation \( y' - y \sin x = xy^2 \) is linear.

3. Verify that the function \( y = \frac{1}{2}e^x + Ce^{-x} \) is the solution to \( y' + y = e^x. \)

4. Find the integrating factor for the differential equation \( \frac{dy}{dx} + 2 = -\frac{1}{x} y + 6x. \)

5. Find the integrating factor for the differential equation \( \frac{dy}{dx} + 2xy = 10x. \)

6. Solve the linear differential equation \( y' - y = 16. \)

7. Solve the linear differential equation \( (y - 1) \sin x \) \( dx = dy. \)

8. Find the particular solution of the linear differential equation \( y' + y \tan x = \sec x + \cos x, y(0) = 1. \)

9. Solve the falling object equation \( \frac{dv}{dt} + \frac{k}{m} v = g \) for \( v, \) where \( k \) and \( m \) are constants.

10. Solve the weight loss equation \( \frac{dw}{dt} = \frac{C}{3500} - \frac{17.5}{3500} w \) for \( w, \) where \( C \) is a constant.
Areas and Volumes
Lesson 7

Topics

- Areas of planar regions.
- Volumes by the disk method.
- Volumes by the shell method.
- Applications to ellipses.

Definitions and Theorems

- If \( f(x) \geq g(x) \) on the interval \( a \leq x \leq b \), then the area bounded by the graphs of \( f \) and \( g \) between the vertical lines \( x = a \) and \( x = b \) is \( A = \int_{a}^{b} [f(x) - g(x)] \, dx \).
- For a horizontal axis of revolution, the volume of a solid with the disk method is given by the integral \( V = \pi \int_{a}^{b} R(x)^2 \, dx \). Similarly, for a vertical axis, the volume is \( V = \pi \int_{c}^{d} R(y)^2 \, dy \).
- For a vertical axis of revolution, the volume of a solid of revolution with the shell method is given by the integral \( V = 2\pi \int_{a}^{b} p(x)h(x) \, dx \), where \( p(x) \) is the radius and \( h(x) \) is the height of the representative rectangle.

Summary

In this lesson, we study some fundamental applications of integration: the calculation of areas and volumes. We first review how to find the area of a planar region bounded by two curves. Then, we turn to volumes and review the disk and shell methods. We will look closely at ellipses as well as solids obtained by rotating ellipses about an axis. We apply our knowledge of ellipsoids to the shape of the planet Saturn.

Example 1: Finding the Area of a Region Bounded by Two Curves

Find the area bounded by the graphs of the functions \( f(x) = x^4 - 2x^2 \) and \( g(x) = 2x^2 \).

Solution

The most important part of this problem is the setup of the area integral. You have to first determine the region under consideration by finding where the two graphs intersect.

Setting \( f(x) = g(x) \), you obtain \( x^4 - 2x^2 = 2x^2 \Rightarrow x^4 - 4x^2 = 0 \Rightarrow x^2(x^2 - 2)(x + 2) = 0 \). Thus, \( x = 0, 2, \) and \( -2 \), and the points of intersection are \((0,0), (2,8), \) and \((-2,8)\).
Taking advantage of symmetry, you see from the graph that the area is given by the integral

\[ A = 2\int_0^2 \left[ 2x^2 - \left( x^4 - 2x^2 \right) \right] dx. \]

This integral is easy to evaluate:

\[ A = 2\int_0^2 \left[ 4x^3 - x^4 \right] dx = 2 \left[ \frac{4x^4}{3} - \frac{x^5}{5} \right]_0^2 = 2 \left[ \frac{32}{3} - \frac{32}{5} \right] = \frac{128}{15}. \]

Example 2: Volumes by the Disk Method

Consider the region bounded by \( y = \sqrt{x}, y = 0, \) and \( x = 3. \) Find the volume of the solid when the region is revolved about (a.) the \( x \)-axis, (b.) the \( y \)-axis, and (c.) the line \( x = 3. \)

Solution

a. The disk method gives

\[ V = \pi \int_0^3 \left( \sqrt{x} \right)^2 dx = \pi \int_0^3 x \, dx = \pi \left[ \frac{x^2}{2} \right]_0^3 = \frac{9\pi}{2}. \]

b. For this one, we use a technique related to the disk method, the so-called washer method. We will integrate with respect to \( y \) and use \( y = \sqrt{x} \Rightarrow x = y^2. \) Thus, we have

\[ V = \pi \int_0^{\sqrt{3}} \left[ 3^2 - (y^2)^2 \right] dy = \pi \int_0^{\sqrt{3}} (9 - y^4) \, dy = \frac{36\sqrt{3}\pi}{5}. \]

c. In this case, the radius is \( 3 - y^2, \) so the volume becomes

\[ V = \pi \int_0^{\sqrt{3}} \left( 3 - y^2 \right)^2 dy = \pi \int_0^{\sqrt{3}} \left[ 9 - 6y^2 + y^4 \right] dy = \frac{24\sqrt{3}\pi}{5}. \]
Example 3: The Shell Method

Use the shell method to find the volume in Example 2b.

Solution

The shell method results in the same answer. 

\[ V = 2\pi \int_0^3 x\sqrt{x} \, dx = 2\pi \int_0^3 \frac{x^{3/2}}{2} \, dx = 2\pi \left[ \frac{2}{5} x^{5/2} \right]_0^3 = 2\pi \frac{2}{5} \cdot 3^{5/2} = \frac{36\sqrt{3}\pi}{5}. \]

Example 4: The Volume of a Football

The ellipse \( \frac{x^2}{25} + \frac{y^2}{9} = 1 \) is revolved about the x-axis. Calculate the volume of the resulting football-shaped solid.

Solution

We first solve for \( y^2 \):

\[
\frac{x^2}{25} + \frac{y^2}{9} = 1 \implies \frac{y^2}{9} = 1 - \frac{x^2}{25} \implies y^2 = 9 \left( 1 - \frac{x^2}{25} \right) \implies y^2 = \frac{9}{25} \left( 25 - x^2 \right).
\]

Hence, the equation for the upper half of the ellipse is \( y = \frac{3}{5} \sqrt{25-x^2} \). The volume is therefore

\[
V = \pi \int_3^5 \left[ \frac{3}{5} \sqrt{25-x^2} \right]^2 \, dx = \pi \int_3^5 \frac{9}{25} (25-x^2) \, dx = 60\pi.
\]

Note that if the ellipse had been rotated about the y-axis, then the volume of the resulting “M&M” would be \( 100\pi \).

Study Tips

- The setup of an area or volume integral is more important than the actual integrations. These integrations can often be done with graphing calculators or computers.
• Take advantage of symmetry when evaluating areas and volumes. For instance, in Example 1, we noted that
\[ A = \frac{2}{2} \left[ 2x^2 - (x^4 - 2x^2) \right] dx = 2 \int_0^2 \left[ 2x^2 - (x^4 - 2x^2) \right] dx. \]

• The area bounded by the ellipse \( \frac{x^2}{a^2} + \frac{y^2}{b^2} = 1 \) is \( \pi ab \).

Pitfalls

• Drawing appropriate graphs is very important in area and volume problems. The graphs help determine which curve is on the top and which is on the bottom. For example, the area bounded by the graphs of \( y = x \) and \( y = x^3 \) is not given by the integral \( \int_0^1 (x^3 - x) dx \), but rather, \( 2 \int_0^1 (x - x^3) dx = \frac{1}{2} \).

• Be careful when solving equations for an unknown. In Example 1, you cannot cancel the common factor \( x^2 \) or you will lose the solution \( x = 0 \). In other words, the solutions to \( x^4 - 4x^2 = 0 \) are not the same as the solutions to \( x^2 - 4 = 0 \).

Problems

1. Find the area of the region bounded by the graphs of \( y = x^2 + 2x \) and \( y = x + 2 \).

2. Find the area of the region bounded by the graphs of \( x = y(2 - y) \) and \( x = -y \).

3. Find the area of the region bounded by \( y = \sin x \) and \( y = \cos 2x, -\frac{\pi}{2} \leq x \leq \frac{\pi}{6} \).

4. Find \( b \) such that the line \( y = b \) divides the region bounded by \( y = 9 - x^2 \) and \( y = 0 \) into regions of equal area.

5. Let \( a, b > 0 \). Show that the area bounded by the ellipse \( \frac{x^2}{a^2} + \frac{y^2}{b^2} = 1 \) is \( \pi ab \).

6. Find the volume of the solid generated by revolving the region bounded by the curves \( y = x^2 \) and \( y = 4x - x^2 \) about the \( x \)-axis.

7. Find the volume of the solid generated by revolving the region bounded by the curves \( y = x^2 \) and \( y = 4x - x^2 \) about the line \( y = 6 \).

8. Use the disk method to verify that the volume of a right circular cone is \( \frac{1}{3} \pi r^2 h \), where \( r \) is the radius of the base and \( h \) is the height.
9. The region bounded by \( y = x^2 \) and \( y = 4x - x^2 \) is revolved about the line \( x = 4 \). Use the shell method to find the volume of the resulting solid.

10. Consider a sphere of radius \( r \) cut by a plane, thus forming a segment of height \( h \). Show that the volume of this segment is \( \frac{1}{3} \pi h^2 (3r - h) \).

11. The ellipse \( \frac{x^2}{25} + \frac{y^2}{9} = 1 \) is rotated about the \( y \)-axis. Show that the resulting volume is \( 100\pi \).
Topics

- The arc length of a curve.
- The area of surfaces of revolution.
- Work.
- Applications.

Definitions and Theorems

- If \( f(x) \) is a smooth curve on the interval \( a \leq x \leq b \), then the **arc length** of \( f \) is
  \[
  s = \int_a^b \sqrt{1 + [f'(x)]^2} \, dx = \int_a^b \sqrt{1 + [y']^2} \, dx.
  \]
- Consider the surface of revolution obtained by revolving the graph of the smooth function \( f(x), a \leq x \leq b \), about the \( x \)-axis. The **surface area** is given by the integral
  \[
  S = 2\pi \int_a^b f(x) \sqrt{1 + [f'(x)]^2} \, dx.
  \]
  Similarly, if rotated about the \( y \)-axis, the **surface area** is
  \[
  S = 2\pi \int_a^b x \sqrt{1 + [f'(x)]^2} \, dx.
  \]
- Suppose a constant force \( F \) moves an object a distance \( D \). The **work** \( W \) done by the force is
  \[
  W = FD.
  \]
- If the force is variable, given by \( f(x) \), then the **work** \( W \) done by moving the object from \( x = a \) to \( x = b \)
  is
  \[
  W = \int_a^b F(x) \, dx.
  \]
- **Hooke’s law** says that the force \( F \) required to compress or stretch a spring (within its elastic limits)
  is proportional to the distance \( d \) that the spring is compressed or stretched from its original length:
  \[
  F = kd.
  \]
  The proportionality constant \( k \) is the **spring constant** and depends on the nature of the spring.
- Newton’s law of universal gravitation says that the force \( F \) of attraction between two particles of masses
  \( m_1 \) and \( m_2 \) is proportional to the product of the masses and inversely proportional to the square of the
  distance \( x \) between them:
  \[
  F = k \frac{m_1 m_2}{x^2}.
  \]
  Here, \( k \) is the **gravitational constant**, often written as \( G \).

Summary

In this lesson, we apply calculus to three applications. First, we review arc length computations. Then, we move
to the calculation of surface area of a surface of revolution. Finally, we develop the concept of work as force
times distance. We close with some applications of work to physics and engineering.
Example 1: Finding Arc Length

Find the arc length of the graph of the function $y = \frac{2}{3}x^{\frac{3}{2}} + 1$, $0 \leq x \leq 1$.

Solution

The derivative of the function is $y' = x^{\frac{3}{2}}$, so the arc length between 0 and 1 is

$$s = \int_0^1 \sqrt{1 + (y')^2} \, dx = \int_0^1 \sqrt{1 + \left(\sqrt{x}\right)^2} \, dx = \int_0^1 \sqrt{1 + x} \, dx = \frac{2}{3}(1 + x)^{\frac{3}{2}}\bigg|_0^1 = \frac{2}{3}\left(\sqrt{8} - 1\right) \approx 1.219.$$ 

Example 2: Finding Surface Area

Find the area of the surface obtained by revolving $y = \frac{1}{3}x^3$, $0 \leq x \leq 3$, about the $x$-axis.

Solution

The derivative is $y' = x^2$. Hence, the surface area is given by

$$S = 2\pi \int_a^b f(x) \sqrt{1 + \left[f'(x)\right]^2} \, dx = 2\pi \int_0^3 \frac{1}{3}x^3 \sqrt{1 + x^4} \, dx = \pi \int_0^3 \left(1 + x^4\right)^{\frac{3}{2}} \left(4x^3\right) \, dx.$$ 

Evaluating this integral by substitution, we have

$$S = \left[\frac{\pi}{6} \left(1 + x^4\right)^{\frac{3}{2}} \right]_0^3 = \frac{\pi}{9} \left(82^{\frac{3}{2}} - 1\right) \approx 258.85.$$
Example 3: Hooke’s Law and Work

A force of 750 pounds compresses a spring 3 inches from its natural length of 15 inches. Find the work done in compressing the spring from 0 to 3 inches.

Solution

By Hooke’s law, $F(x) = kx$, so $F(3) = 750 = k(3) \Rightarrow k = 250, F(x) = 250x$. Then, the work done is

$$W = \int_{a}^{b} F(x) \, dx = \int_{0}^{3} 250x \, dx = \left[ 125x^2 \right]_{0}^{3} = 1125 \text{ inch-pounds}.$$ 

Study Tips

- The integrals for arc length and surface area can be especially difficult to evaluate by hand. Often, these integrals don’t have elementary antiderivatives. Of course, you can always resort to numerical methods.
- Some graphing utilities have built-in arc length capabilities. If you have such a calculator, check that your answer makes sense.
- The concept of work is the motivation of the line integral in calculus of three dimensions.

Pitfalls

- Notice that in both Examples 1 and 2, the lower limit of integration was 0. However, in these integrals, this endpoint did not make the problem easier. We still had to substitute 0 into the antiderivative.
- In Example 3, the amount of work in compressing the spring from 3 to 6 inches is not the same as the work in compressing the spring from 0 to 3 inches.
- In the U.S. measurement system, force is frequently measured in pounds or tons. In the metric system, kilograms and metric tons are always units of mass, while force is measured in dynes (grams $\times$ cm/ sec$^2$) or newtons (kilograms $\times$ m/sec$^2$).
- Suppose that you hold a heavy textbook in the air for 2 hours. How much work did you do? The answer is 0 because the textbook was not moved.

Problems

1. Find the arc length of the graph of $y = \frac{x^3}{6} + \frac{1}{2x}, \frac{1}{2} \leq x \leq 2$.

2. Find the arc length of the graph of $y = \ln(\cos x), 0 \leq x \leq \frac{\pi}{4}$.

3. Set up the definite integral that represents the arc length of the graph of $y = \ln x, 1 \leq x \leq 5$. Use a graphing utility to approximate the arc length.
4. Find the area of the surface formed by revolving the graph of \( y = 2\sqrt{x}, 0 \leq x \leq 9 \) about the \( x \)-axis.

5. Set up the definite integral that represents the surface area formed by revolving the graph of \( y = \ln x, 1 \leq x \leq e \) about the \( x \)-axis. Use a graphing utility to approximate the surface area.

6. Find the area of the surface formed by revolving the graph of \( y = 9 - x^2, 0 \leq x \leq 3 \) about the \( y \)-axis.

7. Determine the work done by lifting a 100-pound bag of sugar 20 feet.

8. A force of 750 pounds compresses a spring 3 inches from its natural length of 15 inches. Use Hooke’s law to determine how much work is done in compressing the spring an additional 3 inches.

9. A force of 250 newtons stretches a spring 30 centimeters. Use Hooke’s law to determine how much work is done in stretching the spring from 20 centimeters to 50 centimeters.

10. A lunar module weighs 12 tons on the surface of Earth. How much work is done in propelling the module from the surface of the moon to a height of 50 miles? Consider the radius of the moon to be 1100 miles and its force of gravity to be \( \frac{1}{6} \) that of Earth.
Moments, Centers of Mass, and Centroids
Lesson 9

Topics

• Mass.
• Moments about a point.
• Two-dimensional systems.
• Centers of mass and centroids.
• The theorem of Pappus.

Definitions and Theorems

• **Mass** is the measure of a body's resistance to change in motion and is independent of the gravitational field.

• If a mass \( m \) is concentrated at a point, and if \( x \) is the distance between the mass and another point \( P \), then the **moment** of \( m \) about \( P \) is \( mx \).

• Consider the masses \( m_1, \ldots, m_n \) located at positions \( x_1, \ldots, x_n \) along the \( x \)-axis. The **moment about the origin** is \( M_0 = m_1 x_1 + \ldots + m_n x_n \). The **center of mass** is \( \bar{x} = \frac{M_0}{m} \), where \( m = m_1 + m_2 + \ldots + m_n \).

• For a flat plate of uniform density 1 (planar lamina) bounded by the graphs of \( f(x) \) and \( g(x), a \leq x \leq b \), the **moments** about the axes are given by

\[
M_x = \int_a^b \left( \frac{f(x) + g(x)}{2} \right) (f(x) - g(x)) \, dx \quad \text{and} \quad M_y = \int_a^b x \left( f(x) - g(x) \right) \, dx.
\]

• The **center of mass** (or centroid) is \( \bar{x} = \frac{M_y}{m}, \bar{y} = \frac{M_x}{m} \), where \( m \) is the mass of the lamina.

• Let \( R \) be a planar region to the right of the \( y \)-axis. Let \( \bar{x} \) be the distance from the center of mass of the region to the \( y \)-axis, and let \( A \) be the area of the region (that is, its mass). If the region is rotated about the \( y \)-axis, then the **theorem of Pappus** says that the volume of the resulting solid of revolution is \( V = 2\pi \bar{x}A \).

Summary

In this lesson, we study moments and centers of mass. In particular, we develop formulas for finding the balancing point of a planar area, or lamina. First, we study one- and two-dimensional examples and then develop the formulas for arbitrary planar regions. We assume that the region is of uniform density 1. Hence, the mass of the lamina will be the same as its area. Finally, we present the famous theorem of Pappus for the volume formed by revolving a planar region about an axis and use it to calculate the volume of a torus.
Example 1: The Center of Mass of a Linear System

Four masses of 10, 15, 5, and 10 are located on the x-axis at positions -5, 0, 4, and 7. Find the center of mass of the system.

Solution

The mass of the system is \( m = 10 + 15 + 5 + 10 = 40 \). The moment about the origin is

\[
M_o = m_1x_1 + m_2x_2 + m_3x_3 + m_4x_4 = 10(-5) + 15(0) + 5(4) + 10(7) = 40.
\]

Hence, the center of mass is \( \bar{x} = \frac{M_o}{m} = \frac{40}{40} = 1 \). If you imagine the fulcrum at the origin, then the system is not in equilibrium.

Example 2: The Center of Mass of a Two-Dimensional System

Find the center of mass of a system of point masses—\( m_1 = 6, \ m_2 = 3, \ m_3 = 2, \) and \( m_4 = 9 \)—located at \( (3,2), \ (0,0), \ (-5,3), \) and \( (4,2) \).

Solution

The total mass is \( m = 6 + 3 + 2 + 9 = 20 \). The moments about the axes are

\[
M_y = 6(3) + 3(0) + 2(-5) + 9(4) = 44,
\]

\[
M_x = 6(-2) + 3(0) + 2(3) + 9(2) = 12.
\]

Hence, \( \bar{x} = \frac{M_y}{m} = \frac{44}{20} = \frac{11}{5} \) and \( \bar{y} = \frac{M_x}{m} = \frac{12}{20} = \frac{3}{5} \). The center of mass is \( \left( \frac{11}{5}, \frac{3}{5} \right) \).

Example 3: The Center of Mass of a Planar Lamina

Find the center of mass of the planar lamina of uniform density 1 bounded by the parabola \( y = 16 - x^2 \) and the x-axis.

Solution

In this example, \( f(x) = 16 - x^2 \) and \( g(x) = 0 \). The mass is given by the area of the region,

\[
m = \int_a^b [f(x) - g(x)] \, dx = \int_{-4}^4 (16 - x^2) \, dx = \frac{256}{3}.
\]

The moments are
\[ M_x = \int_{a}^{b} \left[ \frac{f(x) + g(x)}{2} \right] (f(x) - g(x)) \, dx = \int_{-4}^{4} \frac{16 - x^2}{2} (16 - x^2) \, dx = \frac{8192}{15} \approx 546.13. \]

\[ M_y = \int_{a}^{b} x \, [f(x) - g(x)] \, dx = \int_{-4}^{4} x (16 - x^2) \, dx = 0. \]

The center of mass is \((\bar{x}, \bar{y}) = \left( \frac{M_y}{m}, \frac{M_x}{m} \right) = \left( 0, \frac{32}{5} \right)\). By symmetry, the center of mass lies on the \(y\)-axis.

**Example 4: Using the Theorem of Pappus**

Find the volume of the torus formed by revolving the circular region \((x - 2)^2 + y^2 = 1\) about the \(y\)-axis.
Solution

The area of the region is $\pi$, and the center of mass $\overline{x}$ is 2 units from the axis of revolution. Hence, by the theorem of Pappus, $V = 2\pi \overline{x} A = 2\pi (2)(\pi) = 4\pi^2$. This problem would be more difficult to solve using the disk or shell method.

Study Tips

- For a region of uniform density, the center of mass is often called the centroid of the region.
- The moment of a point is large if either the distance from the other point $P$ is large or if the mass $m$ is large.
- The center of mass for the system in Example 1 is not at the origin. The system would be in equilibrium if the fulcrum were located at $x = 1$.
- The same principles apply to the study of centers of mass of planar regions of nonuniform density.
- Consider a segment of a plane curve $C$ that is revolved about an axis that does not intersect the curve (except possibly at the endpoints). The second theorem of Pappus says that the area of the resulting surface of revolution is equal to the product of the length of $C$ times the distance $d$ traveled by the centroid of $C$.

Pitfalls

- Notice in Example 1 that one of the points is at the origin, and hence, its moment is 0. That said, if you remove the point, then the resulting system of three masses has a different center of mass (1.6).
- For two-dimensional systems, notice that the formula for $M_y$ involves the $x$ values, while the formula for $M_x$ involves the $y$ values.
- The center of mass of a planar region need not lie in the region at all. For example, consider the annular region between the circles of radius 1 and 2 centered at the origin. The center of mass is the origin, which is outside the region.

Problems

1. A 15-kilogram child is on a seesaw, 3 meters from the fulcrum. Where should the 20-kilogram friend sit in order to balance the seesaw?

2. Find the center of mass of the point masses lying on the $x$-axis if $m_1 = 7, m_2 = 3, m_3 = 5$ and $x_1 = -5, x_2 = 0, x_3 = 3$.

3. Find the center of mass of the system of point masses: $m_1 = 5$ at $(2, 2), m_2 = 1$ at $(-3, 1)$ and $m_3 = 3$ at $(1, -4)$. 
4. Find $M_x, M_y$, and $(\bar{x}, \bar{y})$ for the lamina of uniform density 1 bounded by the graphs of $y = -x + 3, y = 0$, and $x = 0$.

5. Find $M_x, M_y$, and $(\bar{x}, \bar{y})$ for the lamina of uniform density 1 bounded by the graphs of $y = \sqrt{x}, y = 0$, and $x = 4$.

6. Find $M_x, M_y$, and $(\bar{x}, \bar{y})$ for the lamina of uniform density 1 bounded by the graphs of $x = 2y - y^2$ and $x = 0$.

7. Find the centroid of the region bounded by the semicircle $y = \sqrt{r^2 - x^2}$ and $y = 0$.

8. Use the integration capabilities of a graphing utility to approximate the centroid of the region bounded by the graphs of the equations $y = 10x\sqrt{125 - x^2}$ and $y = 0$.

9. A torus is formed by revolving the circle $(x - 5)^2 + y^2 = 16$ about the $y$-axis. Use the theorem of Pappus to find the volume of the resulting solid of revolution.

10. A solid is formed by revolving the region bounded by the graphs of $y = x, y = 4$, and $x = 0$ about the $x$-axis. Use the theorem of Pappus to find the volume of the resulting solid of revolution.
Integration by Parts
Lesson 10

Topics

- Review of integration formulas.
- Integration by parts.
- Applications.

Definitions and Theorems

- **integration by parts**: \[ \int u \, dv = uv - \int v \, du \].
- The integral of the logarithmic function is \[ \int \ln x \, dx = x \ln x - x + C \].

Summary

We begin a series of lessons on techniques of integration. In general, integration is more difficult than differentiation. Fortunately, there are many techniques, as well as computer algorithms, for calculating antiderivatives. After recalling some basic formulas from calculus I (see the appendix containing a summary of integration formulas), we develop the technique called integration by parts. This important method is based on the product rule for derivatives. We will present examples and then applications to centers of mass and area.

Example 1: Evaluating Integrals

Although the following two integrals seem similar, their solutions are quite different. The first is solved by substitution, whereas the second is a formula involving the inverse sine function.

a. \[ \int \frac{x}{\sqrt{1-x^2}} \, dx = \left( -\frac{1}{2} \right) \left( 1-x^2 \right)^{1/2} (-2x) \, dx = \left( -\frac{1}{2} \right) \left( \frac{1-x^2}{2} \right)^{1/2} + C = -\sqrt{1-x^2} + C. \]

b. \[ \int \frac{1}{\sqrt{1-x^2}} \, dx = \arcsin x + C. \]

Example 2: Integration by Parts

Use integration by parts to evaluate the integral \[ \int x \sin x \, dx \].

Solution

We let \( u = x \), \( du = dx \), \( dv = \sin x \, dx \), and \( v = -\cos x \). Then, we have

\[ \int x \sin x \, dx = uv - \int v \, du = x(-\cos x) - \int (-\cos x) \, dx = -x \cos x + \sin x + C. \]
Example 3: Repeated Integration by Parts

Calculate \( \int x^2 e^x \, dx \).

**Solution**

We perform integration by parts twice. First, let \( u = x^2 \), \( du = 2x \, dx \), \( dv = e^x \, dx \), and \( v = e^x \). Then,

\[
\int x^2 e^x \, dx = x^2 e^x - \int x e^x \, dx - 2 \int e^x \, dx.
\]

We then use integration by parts a second time to evaluate the remaining integral. Let \( u = x \), \( du = dx \), \( dv = e^x \, dx \), and \( v = e^x \). Finally,

\[
\int x^2 e^x \, dx = x^2 e^x - 2(\int x e^x \, dx + \int e^x \, dx) = x^2 e^x - 2xe^x + 2e^x + C.
\]

You can check this answer by differentiation.

Example 4: An Application to Area

Find the area bounded by the graphs of \( f(x) = \ln x \), \( y = 0 \) and \( x = e \).

**Solution**

The area is given by the integral \( A = \int_1^e \ln x \, dx \), which requires integration by parts. Let \( u = \ln x \), \( dv = dx \), \( du = \frac{1}{x} \, dx \), and \( v = x \). The antiderivative of the logarithm function is therefore

\[
\int \ln x \, dx = (\ln x) x - \int x \frac{1}{x} \, dx = x \ln x - \int dx = x \ln x - x + C.
\]

Finally, the area is

\[
A = \int_1^e \ln x \, dx = [x \ln x - x]_1^e = (e \ln e - e) - (\ln 1 - 1) = e - e + 1 = 1.
\]
Study Tips

- A key skill for integration by parts is identifying $u$ and $dv$. In general, let $u$ be a function whose derivative is simple, and let $dv$ be a differential that can be integrated.
- You do not need a constant of integration when integrating $dv$ because any antiderivative will be sufficient.
- You can always check your answers by differentiation.
- Numerical algorithms in modern computers and calculators have reduced the need to dwell on manual techniques for complicated integrals.

Pitfalls

- Although you do not need a constant of integration when integrating $dv$ in an intermediate step, you do need a constant of integration in your final answer.
- Keep in mind that answers to integration problems can take many forms. For example, the following expressions are equivalent: $e^{x+C}$ and $Ce^{x}$.

Problems

1. Find the indefinite integral $\int t^2 \sqrt{t^3 - 1} \, dt$.
2. Find the indefinite integral $\int \frac{\sin x}{\sqrt{\cos x}} \, dx$.
3. Solve the differential equation $y' = \left( e^x + 5 \right)^2$.
4. Evaluate the definite integral $\int_1^e \frac{1 - \ln x}{x} \, dx$.
5. Find the area bounded by the graphs of $y = \frac{5}{x^2 + 1}$ and $y = 0$, between $x = -4$ and $x = 4$.
6. Use integration by parts to find the indefinite integral $\int x \sin 3x \, dx$.
7. Use integration by parts to find the indefinite integral $\int 4 \arccos x \, dx$.
8. Use integration by parts to find the indefinite integral $\int x^2 \cos x \, dx$.
9. Evaluate the integral $\int \cos \sqrt{x} \, dx$ by first using substitution, then integration by parts.
10. Find the centroid of the region bounded by the graphs of $y = \arcsin x$, $x = 0$, and $y = \frac{\pi}{2}$.
11. Use integration by parts twice to find the indefinite integral $\int e^x \sin x \, dx$. 
Trigonometric Integrals
Lesson 11

Topics

• Integrals with products of sines and cosines.
• Integrals with products of tangents and secants.
• The difficult cases.
• Applications.

Definitions and Theorems

• fundamental identities: \( \sin^2 x + \cos^2 x = 1, \tan^2 x + 1 = \sec^2 x. \)
• half-angle formulas: \( \sin^2 x = \frac{1 - \cos 2x}{2}; \cos^2 x = \frac{1 + \cos 2x}{2}. \)
• \( \int \sec x \, dx = \ln|\sec x + \tan x| + C. \)
• \( \int \sec^3 x \, dx = \frac{1}{2} \sec x \tan x + \frac{1}{2} \ln|\sec x + \tan x| + C. \)

Summary

In this lesson, we look at integrals of trigonometric functions. Our first examples deal with products and other products of sines and cosines: \( \int \sin^m x \cos^n x \, dx. \) In general, these integrals will be easy to evaluate if either sine or cosine occur to an odd power. If both \( m \) and \( n \) are even, then we will need to use half-angle trigonometric formulas. Next, we look at products and other products of tangents and secants. Similarly, these integrals will be easy, except in the case where tangent occurs to an even power and secant to an odd power. In all cases, we use the fundamental trigonometric identities to simplify the integrands.

Example 1: Products of Sines and Cosines

Evaluate the integral \( \int \sin^3 x \cos^2 x \, dx. \)

Solution

The key idea is to convert the integrand to cosines, keeping one sine function on the right as the negative derivative of cosine.

\[
\int \sin^3 x \cos^2 x \, dx = \int \sin^3 x \cos^2 x \sin x \, dx = \int (1 - \cos^2 x) \cos^2 x \sin x \, dx
\]
\[
= \int (\cos^2 x - \cos^4 x) \sin x \, dx = \int (\cos^4 x - \cos^2 x) (-\sin x) \, dx = \frac{\cos^5 x}{5} - \frac{\cos^3 x}{3} + C.
\]
Example 2: Even Powers of Sine and Cosine

One arch of the sine curve is revolved about the $x$-axis. Find the resulting volume.

Solution

The disk method says that the volume is $V = \pi \int_0^\pi \sin^3 x \, dx$. Because this is an integral without odd powers of sine or cosine, we have to use a half-angle formula.

$$V = \pi \int_0^\pi \sin^3 x \, dx = \pi \int_0^\pi \left[ \frac{1 - \cos 2x}{2} \right] \, dx = \frac{\pi}{2} \int_0^\pi [1 - \cos 2x] \, dx$$

$$= \frac{\pi}{2} \left[ x - \frac{1}{2} \sin 2x \right]_0^\pi = \frac{\pi}{2} [\pi - 0] = \frac{\pi^3}{2}.$$

Example 3: Products of Tangents and Secants

Evaluate the integral $\int \sec^4 x \tan^3 x \, dx$.

Solution

Because secant occurs to an even power, we can convert two of the secants to tangents, reserving $\sec^2 x$ as the derivative of tangent

$$\int \sec^4 x \tan^3 x \, dx = \int \sec^2 x \tan^3 x \sec x \, dx = \int \left( \tan^2 x + 1 \right) \tan x \sec^2 x \, dx$$

$$= \int \left[ \tan^5 x + \tan^3 x \right] \sec^2 x \, dx = \frac{\tan^6 x}{6} + \frac{\tan^4 x}{4} + C.$$

Because tangent occurs to an odd power, we could have also solved the problem as follows.

$$\int \sec^4 x \tan^3 x \, dx = \int \sec^3 x \tan x (\sec x \tan x) \, dx = \int \sec^3 x (\sec^2 x - 1) \sec x \tan x \, dx$$

$$= \int \left( \sec^5 x - \sec^3 x \right) \sec x \tan x \, dx = \frac{\sec^6 x}{6} - \frac{\sec^4 x}{4} + C.$$

These two answers are equivalent, because they differ by a constant.

Example 4: The Integral of the Secant Function

Evaluate the integral $\int \sec x \, dx$.

Solution

Because secant occurs to an odd power, we cannot use our fundamental identities. However, we can use a simple trick, as follows.
\[ \int \sec x \, dx = \int \sec x \frac{\sec x + \tan x}{\sec x + \tan x} \, dx = \int \frac{\sec^2 x + \sec x \tan x}{\sec x + \tan x} \, dx = \ln |\sec x + \tan x| + C. \]

**Example 5: Which Integral Is Easier to Solve?**

Suppose that you were taking a test and you had to solve one, and only one, of the following integrals. Which would you choose?

a. \( \int \sin^{365} x \cos x \, dx \)

b. \( \int \sin^4 x \cos^4 x \, dx \)

**Solution**

Although the first integral looks more difficult at first glance, it is simply \( \int \sin^{365} x \cos x \, dx = \frac{\sin^{366} x}{366} + C \).

The second integral can be done using half-angle formulas, but it would take a long time.

**Study Tips**

- An integral like \( \int \sin^4 x \cos^6 x \, dx \) is difficult because both powers are even. You need the half-angle formulas to solve it.

- An integral like \( \int \sec^3 x \tan^4 x \, dx \) is difficult because the secant power is odd and the tangent power is even. Usually, you have to convert to sines and cosines.

- Sometimes an integral can be solved in different ways, leading to equivalent antiderivatives. For example, the following answers are all correct.

\[ \int \sin x \cos x \, dx = \frac{\sin^2 x}{2} + C_1 = -\frac{\cos^2 x}{2} + C_2 = -\frac{\cos 2x}{4} + C_3. \]

**Pitfall**

- Be aware of the notation for powers of trigonometric functions. For example, the expression \( \sin^2 x \) means \( \sin(x)^2 \). On a calculator, you will need to place parentheses around the sine function before you square it.
Problems

1. Evaluate the integral \( \int \sin^2 x \cos^3 x \, dx \).

2. Evaluate the integral \( \int \cos^2 3x \, dx \).

3. Evaluate the integral \( \int \sin^5 5x \cos^4 5x \, dx \).

4. Evaluate the integral \( \int \sec^4 x \tan x \, dx \).

5. Evaluate the integral \( \int \tan^2 2x \sec^3 2x \, dx \).

6. Find the centroid of the region bounded by the graphs of \( y = \cos x \), \( y = 0 \), \( x = 0 \), and \( x = \pi/2 \).

7. Evaluate the integral \( \int \csc x \, dx \).

8. Verify that \( \frac{d}{dx} \left[ -\csc x + C \right] = \sec x \tan x \).

9. Evaluate the integral \( \int \sin^4 x \, dx \).

10. Use integration by parts twice to evaluate the difficult integral \( \int \sec^3 x \, dx \).
Integration by Trigonometric Substitution
Lesson 12

Topics

- Integrals involving terms like $\sqrt{a^2-x^2}$, $\sqrt{a^2+x^2}$, $\sqrt{x^2-a^2}$, and $a > 0$.
- Definite integrals and conversion of limits of integration.

Definitions and Theorems

- **inverse trigonometric formulas**: Let $a > 0$.
  
  $\int \frac{dx}{\sqrt{a^2-x^2}} = \arcsin \frac{x}{a} + C.$
  
  $\int \frac{dx}{a^2 + x^2} = -\frac{1}{a} \arctan \frac{x}{a} + C.$
  
  $\int \frac{dx}{\sqrt{x^2-a^2}} = \frac{1}{a} \text{arcsec} \left| \frac{x}{a} \right| + C.$

- **sine substitution**: $x = a \sin \theta$ for integrands involving $\sqrt{a^2-x^2}$.
- **tangent substitution**: $x = a \tan \theta$ for integrands involving $\sqrt{a^2+x^2}$.
- **secant substitution**: $x = a \sec \theta$ for integrands involving $\sqrt{x^2-a^2}$.

Summary

Trigonometric substitution is a technique for converting integrands to trigonometric integrals. For example, we can use the substitution $x = a \sin \theta$ for integrands containing radicals such as $\sqrt{a^2-x^2}$. These substitutions convert an integral in the original variable $x$ to an integral in the new variable $\theta$. This new integral will involve trigonometric functions. After evaluating the new integral, you convert your answer back to the original variable. You can conveniently represent these substitutions by right triangles, as shown in the first three examples. For definite integrals, you can also convert the limits of integration to the new variable $\theta$, thus avoiding the need to return to the original variable.

**Example 1: A Sine Substitution**

Evaluate the integral $\int \frac{dx}{x^2 \sqrt{9 - x^2}}$.

**Solution**

We begin by making the substitution $x = 3 \sin \theta$. Then, we have $x^2 = 9 \sin^2 \theta$ and
\[ dx = 3 \cos \theta \, d\theta, \sqrt{9 - x^2} = \sqrt{9 - 9 \sin^2 \theta} = 3 \sqrt{1 - \sin^2 \theta} = 3 \cos \theta. \]

Next, go from the variable \( x \) to the variable \( \theta \), as follows.

\[
\int \frac{dx}{x^2 \sqrt{9 - x^2}} = \int \frac{3 \cos \theta \, d\theta}{(9 \sin^2 \theta)(3 \cos \theta)} = \frac{1}{9} \int \frac{d\theta}{\sin^2 \theta} = \frac{1}{9} \int \csc^2 \theta \, d\theta = -\frac{1}{9} \cot \theta + C.
\]

Finally, return to the original variable \( x \) : \( \frac{1}{9} \cot \theta = -\frac{1}{9} \sqrt{9 - x^2} + C \). That is,

\[
\int \frac{dx}{x^2 \sqrt{9 - x^2}} = -\frac{1}{9} \frac{\sqrt{9 - x^2}}{x} + C.
\]

You can summarize this substitution by the following useful right triangle.

![Right triangle with sides 3, \( \sqrt{9 - x^2} \), and \( x \).]

**Example 2: A Tangent Substitution**

Evaluate the integral \( \int \frac{dx}{(x^2 + 1)^{\frac{3}{2}}} \).

**Solution**

We begin with the substitution \( x = a \tan \theta = \tan \theta \). Then, we have

\[ dx = \sec^2 \theta \, d\theta, \ x^2 + 1 = \tan^2 \theta + 1 = \sec^2 \theta, \ (x^2 + 1)^{\frac{3}{2}} = \sec^3 \theta. \]

Moving to the new variable, \( \int \frac{dx}{(x^2 + 1)^{\frac{3}{2}}} = \int \frac{\sec^2 \theta \, d\theta}{\sec^3 \theta} = \int \frac{d\theta}{\sec \theta} = \int \cos \theta \, d\theta = \sin \theta + C \). Converting back to the original variable, \( \sin \theta + C = \frac{x}{\sqrt{x^2 + 1}} + C \). In other words, \( \int \frac{dx}{(x^2 + 1)^{\frac{3}{2}}} = \frac{x}{\sqrt{x^2 + 1}} + C. \)
Example 3: A Secant Substitution

Evaluate the integral $\int \frac{dx}{\sqrt{x^2 - 25}}$.

Solution

We begin with the substitution $x = 5\sec \theta$. Then, we have

$$dx = 5\sec \theta \tan \theta \, d\theta, \sqrt{x^2 - 25} = \sqrt{25\sec^2 \theta - 25} = 5\sec \theta - 1 = 5\tan \theta.$$

With this substitution, we have

$$\int \frac{dx}{\sqrt{x^2 - 25}} = \left| \frac{5\sec \theta \tan \theta \, d\theta}{5\tan \theta} \right| = \int \sec \theta \, d\theta = \ln |\sec \theta + \tan \theta| + C = \ln \left| \frac{x + \sqrt{x^2 - 25}}{5} \right| + C.$$

Example 4: An Application of Arc Length

A thin wire is in the shape of the parabola $y = \frac{1}{2}x^2, 0 \leq x \leq 1$. What is the length of the wire?
Solution

The derivative is \( y' = x \), and hence, the formula for arc length gives

\[
 s = \int_0^1 \sqrt{1 + (y')^2} \, dx = \int_0^1 \sqrt{1 + x^2} \, dx .
\]

We then use the trigonometric substitution \( x = \tan \theta \), \( dx = \sec^2 \theta \, d\theta \), and hence, \( \sqrt{1 + x^2} = \sqrt{1 + \tan^2 \theta} = \sec \theta \).

The indefinite integral becomes

\[
 \int \sqrt{1 + x^2} \, dx = \int \sec \theta (\sec^2 \theta) \, d\theta = \int \sec^3 \theta \, d\theta .
\]

Rather than return to the variable \( x \), we can use the equation \( x = \tan \theta \) to convert the limits of integration:

When \( x = 0 \), \( \theta = 0 \), and when \( x = 1 \), \( \theta = \pi/4 \). Hence, we have the interesting conclusion that

\[
 s = \int_0^1 \sqrt{1 + x^2} \, dx = \int_0^{\pi/4} \sec^3 \theta \, d\theta .
\]

Using integration by parts twice, you obtain the formula for the right-hand integral, and we have the final answer:

\[
 s = \frac{1}{2} \left[ \sec \theta \tan \theta + \ln |\sec \theta + \tan \theta| \right]_0^{\pi/4} = \frac{1}{2} \left[ \sqrt{2} + \ln (\sqrt{2} + 1) \right] \approx 1.148 .
\]

Study Tips

- It is often helpful to use a right triangle to represent the trigonometric substitution.
- Remember that you can always check your answer by differentiation.
- You can do definite integrals two ways: (1) First, solve the indefinite integral as in the examples, then apply the fundamental theorem of calculus using the original limits of integration; or (2) use the substitution to change the original limits of integration to \( \theta \)-limits, which is how we did Example 4.

Pitfalls

- Sometimes, your answer might look different than the answer from a calculator. In Example 3, for instance, a calculator could give \( \ln \left| x + \sqrt{x^2 - 25} \right| \), which is equivalent to the answer we found, \( \ln \left| \frac{x}{5} + \frac{\sqrt{x^2 - 25}}{5} \right| + C \).
- For indefinite integrals, don’t forget to convert back to the original variable.
- Be aware that the integrals arising from arc length and surface area applications can be quite challenging, as in Example 4. The curve was quite simple, a parabola, but the integration required a trigonometric substitution.
1. Find the integral \( \int \frac{12}{1 + 9x^2} \, dx \).

2. Find the integral \( \int \frac{1}{\sqrt{9 - x^2}} \, dx \).

3. Find the integral \( \int \frac{1}{x\sqrt{4x^2 - 1}} \, dx \).

4. Use the substitution \( x = 4 \sin \theta \) to find the indefinite integral \( \int \frac{1}{(16 - x^2)^{\frac{3}{2}}} \, dx \).

5. Use the substitution \( x = 5 \sec \theta \) to find the indefinite integral \( \int \frac{\sqrt{x^2 - 25}}{x} \, dx \).

6. Use the substitution \( x = \tan \theta \) to find the indefinite integral \( \int \frac{x^2}{(1 + x^2)^2} \, dx \).

7. Evaluate the definite integral \( \int_{0}^{\pi/2} \frac{x^2}{(1 - x^2)^{\frac{3}{2}}} \, dx \).

8. Solve the differential equation \( \sqrt{x^2 + 4} \, dy = 1 \), \( x \geq -2 \), \( y(0) = 4 \).

9. Find the arc length of the curve \( y = \frac{1}{2} x^2 \), \( 0 \leq x \leq 4 \).
Integration by Partial Fractions
Lesson 13

Topics

- Integrals with distinct linear terms.
- Integrals with repeated linear terms.
- Integrals with irreducible quadratic terms.
- Application to the logistic differential equation.

Definitions and Theorems

- **linear factors**: If the linear factor \((px + q)\) occurs to the \(m\)th power, then use

\[
\frac{A_1}{px + q} + \frac{A_2}{(px + q)^2} + \ldots + \frac{A_m}{(px + q)^m}.
\]

- **quadratic factors**: If the irreducible quadratic factor \((ax^2 + bx + c)\) occurs to the \(n\)th power, then use

\[
\frac{B_1x + C_1}{ax^2 + bx + c} + \frac{B_2x + C_2}{(ax^2 + bx + c)^2} + \ldots + \frac{B_nx + C_n}{(ax^2 + bx + c)^n}.
\]

Summary

The technique of partial fractions is really an algebraic skill. It consists of splitting up complicated algebraic expressions, in particular rational functions, into a sum of simpler functions. These can then be integrated easily using our previous techniques. We will study how to deal with linear terms, repeated linear terms, and irreducible quadratic terms. Finally, we will apply these skills to the solution of the logistic differential equation.

**Example 1: Distinct Linear Factors**

Evaluate the integral \(\int \frac{dx}{x^2 - 5x + 6}\).

**Solution**

We begin by factoring the denominator and splitting up the integrand into its two partial fractions.

\[
\frac{1}{x^2 - 5x + 6} = \frac{1}{(x - 3)(x - 2)} = \frac{A}{x - 3} + \frac{B}{x - 2}.
\]

To find the unknown constants \(A\) and \(B\), we obtain a common denominator.
By equating the numerators, we obtain the basic equation \(1 = A(x - 2) + B(x - 3)\). This equation holds for all values of the variable \(x\), so by letting \(x\) equal key values, we can determine the constants.

\[
x = 3 : 1 = A(3 - 2) = A \Rightarrow A = 1.
\]
\[
x = 2 : 1 = B(2 - 3) = B(-1) \Rightarrow B = -1.
\]

Hence, the original integral can be written in a much simpler form and easily evaluated.

\[
\int \frac{dx}{x^2 - 5x + 6} = \int \left(\frac{A}{x - 3} + \frac{B}{x - 2}\right) dx = \int \left[\frac{1}{x - 3} + \frac{-1}{x - 2}\right] dx = \ln|x - 3| - \ln|x - 2| + C.
\]

**Example 2: Repeated Linear Factors**

Determine the partial fraction decomposition for the integral

\[
\int \frac{5x^2 + 20x + 6}{x^3 + 2x^2 + x} dx.
\]

**Solution**

We factor the denominator, \(x^3 + 2x^2 + x = x(x^2 + 2x + 1) = x(x+1)^2\), and set up the decomposition. Notice how we handle the repeated linear factor

\[
\frac{5x^2 + 20x + 6}{x^3 + 2x^2 + x} = \frac{A}{x} + \frac{B}{x + 1} + \frac{C}{(x + 1)^2}.
\]

To find the constants \(A, B,\) and \(C\), we get a common denominator and form the basic equation.

\[
5x^2 + 20x + 6 = A(x + 1)^2 + Bx(x + 1) + Cx \Rightarrow 5x^2 + 20x + 6 = A(x + 1)^2 + Bx(x + 1) + Cx.
\]

Letting \(x = 0, -1,\) and 1, we obtain \(A = 6, B = -1,\) and \(C = 9\). Thus, the integral has been split up into simpler pieces.

\[
\int \frac{5x^2 + 20x + 6}{x^3 + 2x^2 + x} dx = \int \left(\frac{6}{x} - \frac{1}{x + 1} + \frac{9}{(x + 1)^2}\right) dx.
\]

This integral is easy to evaluate, and the final answer is

\[
6 \ln|x| - \ln|x + 1| - \frac{9}{x + 1} + C.
\]

**Example 3: A Quadratic Factor**

Set up the partial fraction decomposition for the integral

\[
\int \frac{2x^3 - 4x - 8}{x(x - 1)(x^2 + 4)} dx.
\]
Solution

We split up the expression into its partial fractions. Notice how we handle the irreducible quadratic factor.

\[
\frac{2x^3 - 4x - 8}{x(x - 1)(x^2 + 4)} = \frac{A}{x} + \frac{B}{x - 1} + \frac{Cx + D}{x^2 + 4}.
\]

Obtaining a common denominator,

\[
\frac{2x^3 - 4x - 8}{x(x - 1)(x^2 + 4)} = \frac{A(x - 1)(x^2 + 4) + Bx(x^2 + 4) + (Cx + D)x(x - 1)}{x(x - 1)(x^2 + 4)}.
\]

We have the basic equation

\[
2x^3 - 4x - 8 = A(x - 1)(x^2 + 4) + Bx(x^2 + 4) + (Cx + D)x(x - 1).
\]

As before, we solve for the constants and obtain \( A = 2, B = -2, C = 2, \) and \( D = 4. \)

Example 4: The Logistic Differential Equation

The partial fraction decomposition for the logistic differential equation is

\[
\frac{dy}{y(L - y)} = \frac{1}{L} + \frac{1}{L - y}.
\]

Study Tips

- Keep in mind that finding the partial fraction decomposition of a rational function is a precalculus topic.
- Many calculators and computers can perform the partial fraction decomposition automatically.
- If the degree of the numerator is greater than or equal to the degree of the denominator, then use long division to simplify. For example,

\[
\int \frac{x^2}{x - 5} \, dx = \int \left( x + 5 + \frac{25}{x - 5} \right) \, dx.
\]

Pitfalls

- Repeated linear and quadratic factors require extra terms for the partial fraction decomposition to work.

For example, five terms are needed for

\[
\int \frac{2x - 3}{x^3(x^2 + 1)} \, dx = \int \left( \frac{A}{x} + \frac{B}{x^2} + \frac{C}{x^3} + \frac{Dx + E}{x^2 + 1} + \frac{Fx + G}{(x^2 + 1)^2} \right) \, dx.
\]
• Don’t be upset if your answer looks different from a calculator answer. For instance, in Example 1, a calculator could give the answer as \(-\ln\left|\frac{x-2}{x-3}\right|\). By logarithmic properties, this is equivalent to our answer. Note that calculators don’t include the constant of integration.

### Problems

1. Evaluate the integral \(\int \frac{1}{x^2 - 9} \, dx\).

2. Evaluate the integral \(\int \frac{5}{x^2 + 3x - 4} \, dx\).

3. Evaluate the integral \(\int \frac{4x^2 + 2x - 1}{x^3 + x^2} \, dx\).

4. Evaluate the integral \(\int \frac{x^2 - 1}{x^2 + x} \, dx\).

5. Set up the partial fraction decomposition for the integral \(\int \frac{x^2 + x - 3}{x(x-2)(x^2 + 9)} \, dx\). Do not solve for the constants.

6. Use properties of logarithms to verify that \(\ln|x-3| - \ln|x-2| = -\ln\left|\frac{x-2}{x-3}\right|\).

7. Evaluate the integral \(\int \frac{2x^3 - 4x - 8}{x(x-1)(x^2 + 4)} \, dx\).

8. Evaluate the integral \(\int \frac{4x^2 + x + 3}{2x^3 + x - 1} \, dx\).

9. Find the area of the region bounded by the graphs of \(y = \frac{15}{x^2 + 7x + 12}, \quad y = 0, \quad x = 0, \quad \text{and} \quad x = 2\).

10. Show that the solution to the equation \(\frac{1}{L}(\ln|y| - \ln|L - y|) + C = \frac{k}{L}t\) is \(y = \frac{L}{1 + be^{-ut}}\).
Indeterminate Forms and L'Hôpital's Rule
Lesson 14

Topics

- L'Hôpital’s rule.
- Limits of the form $0/0$.
- Limits of the form $\infty/\infty$.
- Other indeterminate forms.
- The number e.

Definitions and Theorems

- **L'Hôpital's rule**: Let $f$ and $g$ be functions that are differentiable on an open interval $(a,b)$ containing $c$, except possibly at $c$ itself. Assume that $g'(x) \neq 0$ for all $x$ in $(a,b)$, except possibly at $c$ itself. If the limit of $f(x)/g(x)$ as $x$ approaches $c$ produces the indeterminate form $0/0$, then 
  \[ \lim_{x \to c} \frac{f(x)}{g(x)} = \lim_{x \to c} \frac{f'(x)}{g'(x)}, \]
  provided that the limit on the right exists (or is infinite).

- This result also applies if the limit of $f(x)/g(x)$ as $x$ approaches $c$ produces any one of the indeterminate forms \(\infty/\infty, \infty/(-\infty), (-\infty)/\infty, \) or \((-\infty)/(-\infty)\). Furthermore, L'Hôpital’s rule applies to one-sided limits.

Summary

Limits of the form $0/0$ or $\infty/\infty$ are called indeterminate because they do not guarantee that a limit exists, nor do they indicate what the limit is, if one does exist. The classic example is \(\lim_{x \to 0} \frac{\sin x}{x}\), which we know equals 1 from elementary calculus. In this lesson, we present the famous L'Hôpital’s rule for evaluating such indeterminate forms. We apply this valuable theorem to a variety of examples.
Example 1: The Indeterminate Form $0/0$

Evaluate the limit $\lim_{x \to 0} \frac{e^{2x} - 1}{x}$.

Solution

This limit is indeterminate because both numerator and denominator approach 0 as $x$ approaches 0. We apply L'Hôpital’s rule by differentiating numerator and denominator separately.

$$\lim_{x \to 0} \frac{e^{2x} - 1}{x} = \lim_{x \to 0} \frac{2e^{2x}}{1} = 2.$$ 

Example 2: The Indeterminate Form $\infty/\infty$

Evaluate the limit $\lim_{x \to \infty} \frac{\ln x}{x}$.

Solution

Both numerator and denominator tend to infinity as $x$ approaches infinity.

$$\lim_{x \to \infty} \frac{\ln x}{x} = \lim_{x \to \infty} \frac{1}{x} = \lim_{x \to \infty} \frac{1}{x} = 0.$$ 

You see that the rate of growth of the logarithmic function is smaller than that of the function $f(x) = x$.

Example 3: A Polynomial Approximation for the Cosine Function

Evaluate the limit $\lim_{x \to 0} \frac{1 - \cos x}{x^2}$.

Solution

We use L'Hôpital’s rule twice, as follows.

$$\lim_{x \to 0} \frac{1 - \cos x}{x^2} = \lim_{x \to 0} \frac{\sin x}{2x} = \lim_{x \to 0} \frac{\cos x}{2} = \frac{1}{2}.$$ 

This means that near 0, $\frac{1 - \cos x}{x^2} \approx \frac{1}{2}$. By solving for the cosine, you have $\cos x \approx 1 - \frac{1}{2} x^2$, which is a polynomial approximation of the cosine function. We will see more such approximations when we study infinite series.

Example 4: The Indeterminate Form $0 \cdot \infty$

Evaluate the limit $\lim_{x \to \infty} x e^{-x}$.
Solution

We can convert this to an indeterminate form, $\infty/\infty$, and then use L'Hôpital’s rule.

$$\lim_{x \to \infty} \sqrt{x} e^{-x} = \lim_{x \to \infty} \frac{\sqrt{x}}{e^{x}} = \lim_{x \to \infty} \frac{1/2 \sqrt{x}}{e^{x}} = \lim_{x \to \infty} \frac{1}{2 \sqrt{x} e^{x}} = 0.$$ 

Example 5: The Number $e$

Evaluate the limit $\lim_{x \to \infty} \left( 1 + \frac{1}{x} \right)^{x}$.

Solution

This is an example of the indeterminate form $1^\infty$. We can evaluate it by using logarithms, as follows.

Let $y = \left( 1 + \frac{1}{x} \right)^{x}$. Then, $\ln y = \ln \left( 1 + \frac{1}{x} \right)^{x} = x \ln \left( 1 + \frac{1}{x} \right) = \frac{\ln(1+1/x)}{1/x}$.

As $x$ tends to infinity, this is an indeterminate form, $0/0$. By L'Hôpital’s rule,

$$\lim_{x \to \infty} \ln y = \lim_{x \to \infty} \frac{\ln(1+1/x)}{1/x} = \lim_{x \to \infty} \frac{1}{1+1/x} \left( -\frac{1}{x^2} \right) = \lim_{x \to \infty} \left( \frac{1}{1+1/x} \right) = 1.$$

Because $\ln y$ tends to 1, $y$ tends to $e$. That is, $\lim_{x \to \infty} \left( 1 + \frac{1}{x} \right)^{x} = e$.

Study Tips

- As seen in Examples 4 and 5, there are many types of indeterminate forms. These include the forms $0 \cdot \infty$, $\infty^0$, $0^0$, and $\infty - \infty$.

- Sometimes you have to use L'Hôpital’s rule more than once. For example,

$$\lim_{x \to 0^+} \frac{e^{x} - 1 - x}{x^2} = \lim_{x \to 0^+} \frac{e^{x} - 1}{3x^2} = \lim_{x \to 0^+} \frac{e^{x}}{6x} = \infty.$$ 

- Sometimes L'Hôpital’s rule doesn’t work at all.

$$\lim_{x \to \infty} \frac{x}{\sqrt{x^2 + 1}} = \lim_{x \to \infty} \frac{1}{\sqrt{2}\left(x^2 + 1\right)^{1/2} (2x)} = \lim_{x \to \infty} \frac{\sqrt{x^2 + 1}}{x}.$$ 

If you continue to apply L'Hôpital’s rule, you will return to the original limit.
Pitfalls

- Make sure that the hypotheses of L'Hôpital's rule are verified. For example, you cannot use it for the limit \( \lim_{x \to 0} \frac{e^{2x} - 1}{e^x} \) because the denominator is not tending to 0. This limit actually equals 0.
- One-sided limits can be tricky, as in the following example.

\[
\lim_{x \to 0^+} \frac{e^x - 1 - x}{x^3} = \lim_{x \to 0^+} \frac{e^x - 1}{3x^2} = \lim_{x \to 0^+} \frac{e^x}{6x} = \infty.
\]

If the limit had been from the left, the answer would have been \(-\infty\).

Problems

1. Evaluate the limit \( \lim_{x \to 0} \frac{\sin 4x}{\sin 3x} \).
2. Evaluate the limit \( \lim_{x \to 3} \frac{x^2 - 2x - 3}{x - 3} \).
3. Evaluate the limit \( \lim_{x \to 1} \frac{\arcsin x}{x} \).
4. Evaluate the limit \( \lim_{x \to \infty} \frac{e^x}{x} \).
5. Evaluate the limit \( \lim_{x \to 1} \frac{\ln x^2}{x^2 - 1} \).
6. Evaluate the limit \( \lim_{x \to \infty} \left( x \sin \frac{1}{x} \right) \).
7. Evaluate the limit \( \lim_{x \to \infty} \sqrt{x} \).
8. Evaluate the limit \( \lim_{x \to 0} (1 + x)^{\sqrt{x}} \).
9. Evaluate the limit \( \lim_{x \to 2} \left( \frac{8}{x^2 - 4} - \frac{x}{x - 2} \right) \).
10. Try to use L'Hôpital’s rule to evaluate the limit \( \lim_{x \to \pi/2} \frac{\tan x}{\sec x} \). What do you observe? What is the limit?
Improper Integrals
Lesson 15

Topics
• Improper integrals with infinite limits of integration.
• Improper integrals with infinite discontinuities.
• A special type of improper integral.

Definitions and Theorems
• If \( f \) is continuous on the interval \([a, \infty)\), then \( \int_{a}^{\infty} f(x) \, dx = \lim_{b \to \infty} \int_{a}^{b} f(x) \, dx \).
• If \( f \) is continuous on the interval \((-\infty, b)\), then \( \int_{-\infty}^{b} f(x) \, dx = \lim_{a \to -\infty} \int_{a}^{b} f(x) \, dx \).
• If \( f \) is continuous on the interval \((-\infty, \infty)\), then \( \int_{-\infty}^{\infty} f(x) \, dx = \int_{-\infty}^{c} f(x) \, dx + \int_{c}^{\infty} f(x) \, dx \).
• If \( f \) is continuous on the interval \([a, b)\) and has an infinite discontinuity at \( b \), then \( \int_{a}^{b} f(x) \, dx = \lim_{c \to b} \int_{a}^{c} f(x) \, dx \). There are similar definitions for discontinuities at the left-hand endpoint and in the interior.
• Theorem: \( \int_{1}^{\infty} \frac{1}{x^p} \, dx = \frac{1}{p-1}, \quad p > 1 \). The integral diverges if \( p \leq 1 \).

Summary
Improper integrals appear to be outside the hypotheses of the fundamental theorem of calculus, which requires that the integrand be continuous on a closed interval \([a, b]\). In this lesson, we consider how to evaluate such improper integrals, where one of the limits of integration is \( \infty \) or \(-\infty\), or those that are not continuous on the closed interval \([a, b]\). We analyze these integrals by considering a related “normal” integral and then taking an appropriate limit. If the limit exists, the improper integral converges. Otherwise, it diverges. We also prove an important theorem that will be used in our later study of infinite series.

Example 1: A Divergent Improper Integral

Evaluate the integral \( \int_{1}^{\infty} \frac{1}{x} \, dx \).

Solution
We consider the appropriate standard integral and take the limit.
Because the limit is infinity, we say that the integral diverges.

**Example 2: A Convergent Improper Integral**

Evaluate the integral \( \int_1^\infty \frac{1}{x^2} \, dx \).

**Solution**

We proceed as in the previous example, but this time, the integral converges. We say that the area under this infinitely long region is finite.

\[
\int_1^\infty \frac{1}{x^2} \, dx = \lim_{b \to \infty} \int_1^b \frac{1}{x^2} \, dx = \lim_{b \to \infty} \left[ -\frac{1}{x} \right]_1^b = \lim_{b \to \infty} \left( -\frac{1}{b} + 1 \right) = 1.
\]

**Example 3: An Infinite Discontinuity at an Endpoint**

Evaluate the integral \( \int_0^1 \frac{1}{\sqrt{x}} \, dx \).

**Solution**

The integrand has an infinite discontinuity at the endpoint \( x = 0 \).

\[
\int_0^1 \frac{1}{\sqrt{x}} \, dx = \lim_{b \to 0^+} \int_b^1 x^{-1/2} \, dx = \lim_{b \to 0^+} \left[ \frac{2}{3} x^{3/2} \right]_b^1 = \frac{2}{3} \left( 1 - b^{3/2} \right) = \frac{2}{3}.
\]

**Example 4: A Special Improper Integral**

Show that \( \int_1^\infty \frac{1}{x^p} \, dx = \frac{1}{p-1} \), \( p > 1 \). If \( p \leq 1 \), the integral diverges.

**Solution**

If \( p = 1 \), Example 1 verifies that the integral diverges. If \( p \neq 1 \),

\[
\int_1^\infty \frac{1}{x^p} \, dx = \int_1^\infty x^{-p+1} \, dx = \left[ \frac{x^{-p+1}}{-p+1} \right]_1^b = \frac{1}{1-p} \left[ \frac{1}{x^{p-1}} \right]_1^b = \frac{1}{1-p} \left[ \frac{1}{b^{p-1}} - 1 \right].
\]

Next, take the limit as \( b \to \infty \). If \( p > 1 \), \( \int_1^\infty \frac{1}{x^p} \, dx = \frac{1}{p-1} \). Otherwise, the integral diverges. This integral will play an important role in our study of infinite series.
Study Tips

- Improper integrals are evaluated by considering an appropriate “normal integral” and then taking a limit.

- Improper integrals can have surprising properties, especially when interpreted as areas, volumes, and surface areas. For example, the area under the curve $y = \frac{1}{x^2}$, $1 \leq x$, is infinite. However, the volume obtained by rotating this region about the x-axis is finite. This solid is often called Gabriel’s horn. Despite finite volume, the surface area of Gabriel’s horn is infinite.

- Sometimes, an integral is “doubly improper.” For example, to analyze the following integral, you have to split it into two pieces.

$$
\int_0^\infty \frac{dx}{\sqrt{x}(x+1)} = \int_0^1 \frac{dx}{\sqrt{x}(x+1)} + \int_1^\infty \frac{dx}{\sqrt{x}(x+1)} = \lim_{b \to 0} \left[ \int_b^1 \frac{dx}{\sqrt{x}(x+1)} + \lim_{c \to \infty} \int_c^b \frac{dx}{\sqrt{x}(x+1)} \right].
$$

Pitfalls

- Sometimes, an integral has an interior discontinuity. Without proper analysis, you might obtain an erroneous answer. For example, the following computation is incorrect.

$$
\int_1^2 \frac{1}{x^2} dx = \int_1^2 x^{-3} dx = \left[ \frac{-1}{2x^2} \right]_1^2 = -1 + \frac{1}{2} = \frac{3}{8}.
$$

In fact, the integral diverges. You can see this by splitting up the integral into two improper integrals,

$$
\int_1^2 \frac{1}{x^2} dx = \int_1^2 \frac{1}{x^3} dx + \int_2^4 \frac{1}{x^3} dx .
$$

Both of these integrals diverge.

- It’s worth repeating: Make sure to check for discontinuities when evaluating definite integrals. Using a graphing utility to graph the integrand can often help in identifying points of discontinuity.

- Don’t forget that infinity is not a number. For example, the infinite interval $[2, \infty)$ should not be written as $[2, \infty]$.  

Problems

1. Determine whether the improper integral $\int_2^\infty \frac{1}{x^3} dx$ converges or diverges. Evaluate the integral if it converges.

2. Determine whether the improper integral $\int_1^\infty \frac{1}{x^4} dx$ converges or diverges. Evaluate the integral if it converges.

3. Determine whether the improper integral $\int_0^\infty e^{-x^2} dx$ converges or diverges. Evaluate the integral if it converges.

4. Determine whether the improper integral $\int_1^\infty \frac{1}{1+x^2} dx$ converges or diverges. Evaluate the integral if it converges.

5. Determine whether the improper integral $\int_0^\infty \frac{1}{\sqrt{x}} dx$ converges or diverges. Evaluate the integral if it converges.
6. Determine whether the improper integral $\int_0^{10} \frac{1}{x} \, dx$ converges or diverges. Evaluate the integral if it converges.

7. Determine whether the improper integral $\int_0^2 \frac{1}{\sqrt{x-1}} \, dx$ converges or diverges. Evaluate the integral if it converges.

8. Determine whether the improper integral $\int_{-1}^2 \frac{1}{x^2} \, dx$ converges or diverges. Evaluate the integral if it converges.

9. Determine whether the improper integral $\int_0^\infty \frac{1}{\sqrt{x(x+1)}} \, dx$ converges or diverges. Evaluate the integral if it converges.

10. Show that the surface area of Gabriel’s horn is $S = 2\pi \int_1^\infty \frac{1}{x} \sqrt{1 + \frac{1}{x^2}} \, dx$. Then, prove that this integral diverges by comparing it to the divergent integral $2\pi \int_1^\infty \frac{1}{x} \, dx$. 

Sequences and Limits
Lesson 16

Topics

- Sequences.
- Limits of sequences.
- Monotonic sequences.
- Bounded sequences.
- The sequence of partial sums.

Definitions and Theorems

- A sequence \( \{a_n\} = \{a_1, a_2, \ldots \} \) is a function whose domain is the set of positive integers. That is, a sequence is an infinite list of real numbers.

- Let \( L \) be a real number. The limit of the sequence \( \{a_n\} \) is \( L \) if for all \( \varepsilon > 0 \), there exists \( M > 0 \) such that \(|a_n - L| < \varepsilon \) whenever \( n > M \). We say that the sequence converges to \( L \) and write \( \lim_{n \to \infty} a_n = L \). If the limit does not exist, then the sequence diverges.

- Theorem: If \( |r| < 1 \), then \( \lim_{n \to \infty} r^n = 0 \).

- A sequence is monotonic if its terms are nondecreasing, \( a_1 \leq a_2 \leq a_3 \leq \ldots \), or nonincreasing, \( a_1 \geq a_2 \geq a_3 \geq \ldots \).

- A sequence is bounded above if there is a real number \( M \) such that \( a_n \leq M \) for all \( n \). \( M \) is an upper bound of the sequence.

- A sequence is bounded below if there is a real number \( N \) such that \( a_n \geq N \) for all \( n \). \( N \) is a lower bound of the sequence.

- A sequence is bounded if it is both bounded above and bounded below.

- Theorem: If a sequence is bounded and monotonic, then it converges.

Summary

In this lesson, we begin our study of infinite series, perhaps the most important topic in calculus II. The concept of infinite series is based on sequences, which is the topic of this lesson. Informally, a sequence is an infinite list of real numbers. In the Fibonacci sequence, 1, 1, 2, 3, 5, 8, … , the next term is the sum of the previous two terms. The definition of the limit of a sequence is complicated, but basically means that the terms of the sequence approach a fixed real number. For example, the limit of the sequence \( 1, \frac{1}{2}, \frac{1}{3}, \frac{1}{4}, \ldots \) is 0 because the terms get
closer and closer to 0: \( \lim_{n \to \infty} \frac{1}{n} = 0 \). Finally, we show how an infinite series can be analyzed as a sequence of partial sums.

**Example 1: The Terms of a Sequence**

Write out the first five terms of the sequences \( \{a_n\} = \left\{ \frac{n}{n+1} \right\} \) and \( \{b_n\} = \left\{ 3 + (-1)^n \right\} \).

**Solution**

We let \( n = 1, 2, 3, 4, \) and 5 in each sequence.

\[
\left\{ \frac{n}{n+1} \right\} = \left\{ \frac{1}{2}, \frac{2}{3}, \frac{3}{4}, \frac{4}{5}, \frac{5}{6}, \ldots \right\}; \left\{ 3 + (-1)^n \right\} = \{2, 4, 2, 4, 2, \ldots \}.
\]

**Example 2: Limits of Sequences**

a. \( \lim_{n \to \infty} \left( 3 + (-1)^n \right) \) does not exist.

b. \( \lim_{n \to \infty} \left( 5 - \frac{1}{n^2} \right) = 5 \).

c. \( \lim_{n \to \infty} \frac{1}{n} = 0 \).

d. \( \lim_{n \to \infty} \frac{\sin \frac{1}{n}}{\sin \frac{x}{n}} = \lim_{x \to 0} \frac{\sin x}{x} = 1 \).

**Example 3: Bounded and Monotonic Sequences**

a. The sequence \( \frac{1}{2}, \frac{2}{3}, \frac{3}{4}, \frac{4}{5}, \ldots \) is bounded and monotonic.

b. The sequence 2, 4, 2, 4, 2, … is bounded but not monotonic.

c. The Fibonacci sequence is monotonic but not bounded.

d. Quotients of successive terms of the Fibonacci sequence produce a sequence that is bounded but not monotonic.

**Example 4: The Partial Sums of an Infinite Series**

Write out the first three partial sums of the infinite series \( \frac{1}{2} + \frac{1}{4} + \frac{1}{8} + \frac{1}{16} + \cdots \).
Solution

The first three partial sums are \( S_1 = \frac{1}{2}, S_2 = \frac{1}{2} + \frac{1}{4} = \frac{3}{4}, \) and \( S_3 = \frac{1}{2} + \frac{1}{4} + \frac{1}{8} = \frac{7}{8}. \)

If you continue forming this sequence of partial sums, you obtain
\[
\begin{align*}
\frac{1}{2}, & \quad \frac{3}{4}, \quad \frac{7}{8}, \quad \frac{15}{16}, \quad \frac{31}{32}, \ldots
\end{align*}
\]

Notice that the limit of this sequence of partial sums is 1. Hence, we say that the infinite series
\[
\frac{1}{2} + \frac{1}{4} + \frac{1}{8} + \ldots \text{ converges to 1.}
\]

Study Tips

• Loosely speaking, \( L \) is the limit of a given sequence if you can get as close to \( L \) as you want by going out far enough in the sequence. That is, there exists \( M \) such that all the terms past the \( M^{th} \) term are close to \( L. \)

• If a sequence has a limit, then that limit is unique.

• Many calculators and computers can evaluate limits of sequences. You can also get a good idea about the behavior of a sequence by writing out the first few terms. It also helps to analyze the terms for large values.

Pitfalls

• You can’t tell what the rule is for a sequence by just observing the first few terms. For example, the sequence \( \frac{1}{2}, \frac{1}{4}, \frac{1}{8}, \ldots \) could have the following rules: \( \left\{ \frac{1}{2^n} \right\} \) or \( \left\{ \frac{6}{(n+1)(n^2-n+6)} \right\}. \)

• It is possible for a sequence to not be monotonic yet still converge. For example, the quotients of successive terms of the Fibonacci sequence converge to the golden ratio.
\[
\frac{a_{n+1}}{a_n} = \left\{ \frac{1}{1}, \frac{2}{1}, \frac{3}{2}, \frac{5}{3}, \frac{8}{5}, \ldots \right\} \rightarrow \frac{1+\sqrt{5}}{2} \approx 1.618.
\]

Problems

1. Write the first five terms of the sequence \( a_n = \frac{3^n}{n!}. \)

2. Write the first five terms of the sequence \( a_n = (-1)^{n+1} \frac{2}{n}. \)
3. Write the first five terms of the sequence \( a_n = \sin \frac{n\pi}{2} \).

4. Find the limit (if possible) of the sequence \( a_n = \frac{8n^3}{2-n^3} \).

5. Find the limit (if possible) of the sequence \( a_n = \frac{2n}{\sqrt{n^2 + 1}} \).

6. Find the limit (if possible) of the sequence \( a_n = 1 + (-1)^n \).

7. Find the limit (if possible) of the sequence \( a_n = \frac{1 + (-1)^n}{n} \).

8. Find the limit (if possible) of the sequence \( a_n = \left(1 + \frac{3}{n}\right)^n \).

9. Determine whether the sequence \( a_n = 4 - \frac{1}{n} \) is monotonic or whether it is bounded.

10. Determine whether the sequence \( a_n = \left(-\frac{2}{3}\right)^n \) is monotonic or whether it is bounded.

11. Write the first five terms of the sequence \( a_n = \sqrt[n]{n} \) and find its limit.
Infinite Series—Geometric Series
Lesson 17

Topics

- Infinite series.
- The sequence of partial sums.
- Convergent and divergent series.
- Telescoping series.
- Geometric series.
- Repeating decimals.

Definitions and Theorems

- For the infinite series \( \sum_{n=1}^{\infty} a_n = a_1 + a_2 + a_3 + \ldots \), the \( n \)th partial sum is given by \( S_n = a_1 + a_2 + a_3 + \cdots + a_n \).
- If the sequence of partial sums converges to \( S \), then the series converges to \( S \). The limit \( S \) is called the sum of the series, \( \lim_{n \to \infty} S_n = S \). If the sequence of partial sums diverges, then the series diverges.
- Let \( a \) be a nonzero constant. The geometric series with common ratio \( r \) is \( \sum_{k=0}^{\infty} ar^k = a + ar + ar^2 + ar^3 + \ldots \). The series converges to \( \frac{a}{1-r} \) if \( |r| < 1 \). The geometric series diverges if \( |r| \geq 1 \).

Summary

Fundamental to all of calculus is the notion of a “limit machine” as we express what happens as we go to infinity. We define infinite series in terms of a sequence of partial sums of the series. If the sequence converges, then the series converges. On the other hand, if the sequence of partial sums diverges, then so does the series. After presenting some elementary examples, we look at an example of a telescoping series, where intermediate terms of the partial sums drop out. Then, we study geometric series, in which each term in the summation is a fixed multiple of the previous term, and prove an important convergence theorem. Finally, we apply our knowledge of geometric series to repeating decimals.

Example 1: A Convergent Series

Show that the series \( \sum_{n=1}^{\infty} \frac{1}{2^n} = \frac{1}{2} + \frac{1}{4} + \frac{1}{8} + \frac{1}{16} + \cdots \) converges.

Solution

The sequence of partial sums is \( S_1 = \frac{1}{2}, S_2 = \frac{3}{4}, \ldots, S_n = \frac{2^n - 1}{2^n} \), which converges to \( 1 \). That is,
\[
\sum_{n=1}^{\infty} \frac{1}{2^n} = \lim_{n \to \infty} S_n = 1, \text{ and the series converges to } 1.
\]

**Example 2: A Divergent Series**

Show that the series \( \sum_{n=1}^{\infty} 1 = 1 + 1 + 1 + \cdots \) diverges.

**Solution**

The sequence of partial sums is \( S_1 = 1, S_2 = 1 + 1 = 2, S_3 = 1 + 1 + 1 = 3, \ldots, S_n = n \), which diverges. Hence,

\[
\sum_{n=1}^{\infty} 1 = \lim_{n \to \infty} S_n = \lim_{n \to \infty} n = \infty, \text{ and the series diverges.}
\]

**Example 3: A Telescoping Series**

Determine the convergence or divergence of the telescoping series \( \sum_{n=1}^{\infty} \frac{1}{n(n+1)} \).

**Solution**

Using partial fractions, we can rewrite the series as

\[
\frac{1}{n(n+1)} = \frac{1}{n} - \frac{1}{n+1}.
\]

This is called a telescoping series because the \( n \)th partial sum is

\[
S_n = \left(\frac{1}{1} - \frac{1}{2}\right) + \left(\frac{1}{2} - \frac{1}{3}\right) + \left(\frac{1}{3} - \frac{1}{4}\right) + \cdots + \left(\frac{1}{n} - \frac{1}{n+1}\right) = 1 - \frac{1}{n+1}.
\]

All the terms have canceled except the first and last terms. Finally,

\[
\sum_{n=1}^{\infty} \frac{1}{n(n+1)} = \lim_{n \to \infty} S_n = \lim_{n \to \infty} \left(1 - \frac{1}{n+1}\right) = 1.
\]

**Example 4: A Geometric Series**

Determine the convergence or divergence of the geometric series \( \sum_{n=0}^{\infty} \frac{3}{2^n} = \sum_{n=0}^{\infty} 3 \left(\frac{1}{2}\right)^n \).
Solution

For this geometric series, \( a = 3 \) and \( r = \frac{1}{2} \). Hence, the series converges, and its sum is \( S = \frac{a}{1-r} = \frac{3}{1-\frac{1}{2}} = 6 \).

Example 5: A Repeating Decimal

Use a geometric series to write the repeating decimal \( 0.\overline{08} = 0.080808... \) as a fraction.

Solution

We have \( 0.\overline{08} = 0.080808... = \frac{8}{10^2} + \frac{8}{10^4} + \frac{8}{10^6} + ... = \sum_{n=0}^{\infty} \left( \frac{8}{10^2} \right) \left( \frac{1}{10^2} \right)^n \), which is a geometric series with

\[
\begin{align*}
a &= \frac{8}{10^2} \\
r &= \frac{1}{10^2}
\end{align*}
\]

Hence, we obtain the following.

\[
0.\overline{08} = \left( \frac{8}{10^2} \right) \left( \frac{1}{1-r} \right) = \left( \frac{8}{10^2} \right) \left( \frac{10^2}{10^2-1} \right) = \frac{8}{99}.
\]

Study Tips

- There are two key questions about an infinite series: (1) Does the series converge? (2) If so, what is the limit? In general, the second question is more difficult.
- It is often helpful to write out the first few terms of an infinite series to get a feel for how it behaves.
- However, an infinite series can begin at any value of \( n \). The convergence or divergence does not depend on the first few terms but, rather, on the nature of the terms at the “end” of the series.
- Any variable can be used as the summation variable. For example, the following two series are the same:

\[
\sum_{k=0}^{\infty} \frac{1}{3^k} = \sum_{n=0}^{\infty} \frac{1}{3^n}.
\]

- You should memorize the formula for the sum of a geometric series:

\[
\sum_{k=0}^{\infty} a r^k = a + ar + ar^2 + ar^3 + ... = \frac{a}{1-r}, |r| < 1.
\]

- A geometric series diverges if \( |r| \geq 1 \). For example, \( \sum_{n=2}^{\infty} \left( \frac{3}{2} \right)^n \) diverges.
- All repeating or terminating decimals can be written as rational numbers (fractions).
- Some rational numbers have two decimal representations. For example, \( 0.9999... = 1 \).

Pitfalls

- A common error is to confuse sequences and series. A sequence is an infinite list of numbers. A series is an infinite summation.
• It might seem that the infinite repeating decimal \(0.999999\ldots\) is less than 1, but this decimal can be expressed as a geometric series and can be shown to equal 1.

• It is worth repeating: We define a series by its sequence of partial sums, but try not to confuse the two. A sequence is an ordered list of numbers: \(b_1, b_2, b_3, \ldots\). A series is an infinite sum of numbers: \(\sum_{n=1}^{\infty} a_n = a_1 + a_2 + \ldots\).

Problems

1. Find the first five terms of the sequence of partial sums for the series \(\sum_{n=1}^{\infty} \frac{3}{2^n}\).

2. Find the first five terms of the sequence of partial sums for the series \(\sum_{n=0}^{\infty} \frac{(-1)^n}{n!}\).

3. Determine whether \(\{a_n\} = \left\{\frac{n+1}{n}\right\}\) and \(\sum_{n=1}^{\infty} \frac{n+1}{n}\) are convergent or divergent.

4. Determine the convergence or divergence of the series \(\sum_{n=0}^{\infty} \left(\frac{7}{5}\right)^n\).

5. Determine the convergence or divergence of the series \(\sum_{n=1}^{\infty} \frac{4}{n(n+2)}\).

6. Determine the convergence or divergence of the series \(\sum_{n=2}^{\infty} \frac{1}{n^2-1}\).

7. Find the sum of the convergent series \(\sum_{n=0}^{\infty} \left(-\frac{1}{3}\right)^n\).

8. Find the sum of the convergent series \(\sum_{n=2}^{\infty} \left(\frac{3}{4}\right)^n\).

9. Write the repeating decimal 0.0\overline{75} as a rational number (fraction).

10. Find all values of \(x\) for which the series \(\sum_{n=1}^{\infty} (3x)^n\) converges.
Series, Divergence, and the Cantor Set
Lesson 18

Topics

- Review of infinite series.
- The $n^{th}$ term test for divergence.
- Operations with series.
- Application: the bouncing ball problem.
- The Cantor set.

Definitions and Theorems

- Theorem: If the series $\sum_{n=1}^{\infty} a_n = a_1 + a_2 + a_3 + \ldots$ converges, then $\lim_{n \to \infty} a_n = 0$.

- The $n^{th}$ term test for divergence: If the terms of an infinite series do not tend to zero, then the series diverges.

- Algebraic properties of convergent series: If $\sum a_n = A, \sum b_n = B$ are convergent series, then $\sum (a_n + b_n) = A + B$ and $\sum c a_n = c \sum a_n = cA$.

Summary

We begin this lesson with a brief review of infinite series. Then, we present an important test for divergence: If the terms of a series do not tend to zero, then the series diverges. Equivalently, if a series converges, then its terms tend to zero. We discuss algebraic manipulations of convergent series. As an application of geometric series, we solve a bouncing ball problem. Finally, we present the fascinating Cantor set.

Example 1: The $n^{th}$ Term Test for Divergence

The following series diverge because their terms do not approach zero.

a. $\sum_{n=0}^{\infty} (-1)^n = 1 - 1 + 1 - 1 + 1 - 1 + \ldots$.

b. $\sum_{n=1}^{\infty} \left( \frac{7}{6} \right)^n$.

c. $\sum_{n=1}^{\infty} \frac{n}{n+1} = \frac{1}{2} + \frac{2}{3} + \frac{3}{4} + \ldots$.  

Example 2: The Sum of Two Geometric Series

Find the sum of the series \( \sum_{n=0}^{\infty} \left( \frac{1}{2^n} - \frac{3}{5^n} \right) \).

Solution

Here we have the sum of two convergent geometric series. Their sum is

\[
\sum_{n=0}^{\infty} \left( \frac{1}{2} \right)^n - 3 \sum_{n=0}^{\infty} \left( \frac{1}{5} \right)^n = \frac{1}{1 - \frac{1}{2}} - 3 \frac{\frac{1}{5}}{1 - \frac{1}{5}} = 2 - \frac{15}{4} = -\frac{7}{4}.
\]

Example 3: The Bouncing Ball Problem

A ball is dropped from a height of 6 feet and begins bouncing. The height of each bounce is \( \frac{3}{4} \) the height of the previous bounce. Find the total vertical distance traveled by the ball.

Solution

The ball first drops 6 feet to the ground. On each subsequent bounce, the distances traveled are

\[
D_1 = 6 \left( \frac{3}{4} \right) + 6 \left( \frac{3}{4} \right) = 12 \left( \frac{3}{4} \right), D_2 = 6 \left( \frac{3}{4} \right)^2 + 6 \left( \frac{3}{4} \right)^2 = 12 \left( \frac{3}{4} \right)^2, \ldots
\]

So, the total distance is

\[
D = 6 + 12 \left( \frac{3}{4} \right) + 12 \left( \frac{3}{4} \right)^2 + \ldots = 6 + 12 \sum_{n=0}^{\infty} \left( \frac{3}{4} \right)^n = 6 + 9 \left( \frac{1}{1 - \frac{3}{4}} \right) = 6 + 36 = 42 \text{ feet}.
\]

Example 4: The Cantor Set

The famous Cantor set is constructed as follows. Starting with the unit interval \([0,1]\), remove the middle third, \((\frac{1}{3}, \frac{2}{3})\), thus leaving two closed intervals, \([0, \frac{1}{3}]\) and \([\frac{2}{3}, 1]\). Next, remove the middle of each of these two intervals, leaving four closed intervals, \([0, \frac{1}{9}]\), \([\frac{1}{3}, \frac{2}{9}]\), \([\frac{2}{3}, \frac{7}{9}]\) and \([\frac{8}{9}, 1]\). If you continue this construction forever, the points on the unit interval that remain form the Cantor set. This set has an infinite number of points, because all the endpoints of the closed intervals are in it. However, the total length of the segments removed can be calculated as a geometric series:

\[
1 \left( \frac{1}{3} \right) + 2 \left( \frac{1}{9} \right) + 4 \left( \frac{1}{27} \right) + \ldots = \frac{1}{3} + \frac{1}{3} \left( \frac{2}{3} \right) + \frac{1}{3} \left( \frac{2}{3} \right)^2 + \ldots = \sum_{n=0}^{\infty} \left( \frac{2}{3} \right)^n = \frac{1}{1 - \frac{2}{3}} = 1.
\]

There are infinitely many points in the Cantor set, yet the total length of the segments removed is 1.
Study Tips

• It is very helpful to use your calculator or computer to add up some partial sums in a series. For example, the geometric series \( \sum_{n=0}^{\infty} (\cos 1)^n \) converges because \( 0 < \cos 1 \approx 0.5403 < 1 \). Moreover, the sum is \( \frac{1}{1 - \cos 1} \approx \frac{1}{1 - 0.5403} \approx 2.1753 \). You can confirm this by computing an appropriate partial sum. For example, \( \sum_{n=0}^{100} (\cos 1)^n \approx 2.1753 \).

• Memorize the harmonic series \( \sum_{n=1}^{\infty} \frac{1}{n} = 1 + \frac{1}{2} + \frac{1}{3} + \frac{1}{4} + \cdots \), which we will study more closely in the next lesson.

Pitfalls

• The \( n^{th} \) term test for divergence says that if the terms of a series do not approach zero, then the series diverges. However, you cannot conclude anything from this test if the terms do approach zero. That is, the series might converge or it might diverge.

• Be very careful with notation. For example, the following are three similar-looking series.

  a. \( \sum_{n=1}^{\infty} a_n \)  
  b. \( \sum_{k=1}^{\infty} a_k \)  
  c. \( \sum_{n=1}^{\infty} a_k \)

• The first two are the same, whereas the third one is just the sum \( a_k + a_k + a_k + \cdots \).

• Once again, just because the terms of a series get smaller and smaller, you cannot conclude that the series converges. We will see appropriate examples in the next lesson.

Problems

1. Verify that the series \( \sum_{n=0}^{\infty} \left( \frac{-5}{3} \right)^n \) diverges.

2. Verify that the series \( \sum_{n=0}^{\infty} \left( \frac{n}{2n+3} \right) \) diverges.

3. Verify that the series \( \sum_{n=0}^{\infty} \left( \frac{n!}{2^n} \right) \) diverges.

4. Find the sum of the convergent series \( \sum_{n=1}^{\infty} \left[ (0.7)^n - (0.9)^n \right] \).

5. Find the sum of the convergent series \( \sum_{n=0}^{\infty} \left( \frac{1}{2^n} - \frac{1}{3^n} \right) \).
6. Find the sum of the convergent series $1 + 0.1 + 0.01 + 0.001 + \cdots$.

7. Find the sum of the convergent series $\sum_{n=1}^{\infty} \sin(1)^n$.

8. Determine the convergence or divergence of the series $\sum_{n=1}^{\infty} \ln \frac{1}{n}$.

9. Find all values of $x$ for which the series $\sum_{n=1}^{\infty} (x-1)^n$ converges.

10. A ball is dropped from a height of 16 feet. Each time it drops $h$ feet, it rebounds $0.81h$ feet. Find the total distance traveled by the ball.
Integral Test—Harmonic Series, $p$-Series
Lesson 19

Topics

- The divergence of the harmonic series.
- The integral test.
- $p$-series.
- The Euler-Mascheroni constant.

Definitions and Theorems

- The integral test: Let $f$ be a positive, continuous, and decreasing function for $x \geq 0$, and $a_n = f(n)$. Then, $\sum_{n=1}^{\infty} a_n$ and $\int_1^{\infty} f(x)dx$ either both converge or both diverge.

- The $p$-series $\sum_{n=1}^{\infty} \frac{1}{n^p} = \frac{1}{1^p} + \frac{1}{2^p} + \frac{1}{3^p} + \cdots$ converges if $p > 1$ and diverges if $0 < p \leq 1$.

- The harmonic series $\sum_{n=1}^{\infty} \frac{1}{n} = 1 + \frac{1}{2} + \frac{1}{3} + \cdots$ is a $p$-series with $p = 1$, and hence, the harmonic series diverges.

- Let $S_n = 1 + \frac{1}{2} + \frac{1}{3} + \cdots + \frac{1}{n}$ be the $n^{th}$ partial sum of the harmonic series. The Euler-Mascheroni constant is $\lim_{n \to \infty} [S_n - \ln n] = \gamma \approx 0.577216$.

Summary

We begin by looking closely at the harmonic series and showing why it diverges. We then present our first major theorem on the convergence of infinite series: the integral test, which compares a given series with a corresponding improper integral. If the integral converges, then so does the series. Conversely, if the integral diverges, then so does the series. We define an important class of series called $p$-series and prove a theorem concerning their convergence. In particular, the harmonic series $\sum_{n=1}^{\infty} \frac{1}{n} = 1 + \frac{1}{2} + \frac{1}{3} + \cdots$ is a $p$-series with $p = 1$. Finally, we discuss the fascinating Euler-Mascheroni constant, which is not known to be rational or irrational.
Example 1: Using the Integral Test

Use the integral test to determine the convergence or divergence of the series $\sum_{n=1}^{\infty} \frac{1}{n^2 + 1}$.

Solution

The function $f(x) = \frac{1}{x^2 + 1}$ is positive, continuous, and decreasing for $x \geq 0$. Furthermore, the improper integral converges:

$$\int_{1}^{\infty} \frac{1}{x^2 + 1} dx = \lim_{b \to \infty} \left[ \frac{1}{\arctan x} \right]_{1}^{b} = \lim_{b \to \infty} \left[ \arctan b - \arctan 1 \right] = \frac{\pi}{2} - \frac{\pi}{4} = \frac{\pi}{4}.$$

Hence, the series converges, too.

Example 2: Using the Integral Test

Determine the convergence or divergence of the series $\sum_{n=1}^{\infty} \frac{1}{n^3}$.

Solution

The function $f(x) = \frac{1}{x^3}$ is positive, continuous, and decreasing for $x > 0$. Furthermore,

$$\int_{1}^{\infty} \frac{1}{x^3} dx = \int_{1}^{\infty} x^{-3} dx = \lim_{b \to \infty} \left[ \frac{-1}{2x^2} \right]_1^b = \lim_{b \to \infty} \left[ \frac{-1}{2b^2} - \frac{-1}{2} \right] = \frac{1}{2}.$$

Hence, the original series converges. However, it does not converge to $\frac{1}{2}$. In fact, nobody knows the exact value of this sum of the reciprocals of cubes.

Example 3: Using the Integral Test

Determine the convergence or divergence of the series $\sum_{n=1}^{\infty} \frac{1}{\sqrt{n}}$.

Solution

The function $f(x) = \frac{1}{\sqrt{x}}$ is positive, continuous, and decreasing for $x > 0$. Furthermore,

$$\int_{1}^{\infty} \frac{1}{\sqrt{x}} dx = \int_{1}^{\infty} x^{-\frac{1}{2}} dx = \lim_{b \to \infty} \left[ 2x^{\frac{1}{2}} \right]_1^b = \lim_{b \to \infty} \left[ 2\sqrt{b} - 2 \right]$$

which diverges. Hence, the original series diverges.

Example 4: Comments on $p$-Series

A $p$-series converges for $p > 1$ and diverges for $0 < p \leq 1$. For example,
a. $\sum_{n=1}^\infty \frac{1}{n^3} = 1 + \frac{1}{8} + \frac{1}{27} + \ldots$ converges (Example 2).

b. $\sum_{n=1}^\infty \frac{1}{\sqrt{n}} = \sum_{n=1}^\infty \frac{1}{n^{1/2}} = 1 + \frac{1}{\sqrt{2}} + \frac{1}{\sqrt{3}} + \ldots$ diverges (Example 3).

c. $\sum_{n=1}^\infty \frac{1}{n} = 1 + \frac{1}{2} + \frac{1}{3} + \ldots$ diverges (harmonic series).

**Study Tips**

- Remember: The harmonic series $\sum_{n=1}^\infty \frac{1}{n} = 1 + \frac{1}{2} + \frac{1}{3} + \ldots$ diverges even though its terms are getting smaller and smaller.

- The integral test does not have to begin at the number 1. It can start at 2 or 5, or any other positive integer.

- The integral test can reveal convergence for a series whose actual sum is unknown. For example, the series $\sum_{n=1}^\infty \frac{1}{n^2}$ converges, but its exact sum is unknown.

- It is unknown whether the Euler-Mascheroni constant (written $\gamma$) is rational or irrational.

**Pitfalls**

- In Example 1, the improper integral converges to $\frac{\pi}{4}$. However, that does not mean that the series also converges to the same value $\frac{\pi}{4}$. It probably converges to a different sum.

- You must verify all three requirements in order to use the integral test: positive, continuous, and decreasing. For example, the integral test cannot be used for a series with negative terms, such as $\sum_{n=1}^\infty (-1)^n \frac{1}{n} = 1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} + \ldots$.

- The $n^{th}$ term test for divergence says that if the terms of a series don’t tend to zero, then the series must diverge. However, the converse is false, and the key example is the harmonic series. Its terms tend to zero, but the series “adds up to infinity.”
Problems

1. Use the integral test to determine the convergence or divergence of the series $\sum_{n=1}^{\infty} \frac{1}{n+3}$.

2. Use the integral test to determine the convergence or divergence of the series $\sum_{n=1}^{\infty} 3^n$.

3. Use the integral test to determine the convergence or divergence of the series $\sum_{n=1}^{\infty} \frac{1}{\sqrt{n} \sqrt{n+1}}$.

4. Use the integral test to determine the convergence or divergence of the series $\sum_{n=2}^{\infty} \frac{1}{n \ln n}$.

5. Determine the convergence or divergence of the series $\sum_{n=1}^{\infty} \frac{3}{n^{3/5}}$.

6. Determine the convergence or divergence of the series $\sum_{n=1}^{\infty} \frac{3}{n^{7/5}}$.

7. Determine the convergence or divergence of the series $\sum_{n=1}^{\infty} \frac{n+2}{5n+1}$.

8. Determine the convergence or divergence of the series $\sum_{n=2}^{\infty} \frac{1}{n (\ln n)^2}$.

9. Determine the convergence or divergence of the series $\sum_{n=2}^{\infty} \frac{\ln n}{n^2}$.

10. Explain why the integral test does not apply to the series $\sum_{n=1}^{\infty} \left( \frac{\sin n}{n} \right)^2$. 
The Comparison Tests
Lesson 20

Topics

- The direct comparison test.
- The limit comparison test.

Definitions and Theorems

- The **direct comparison test**: Let $0 < a_n \leq b_n$. If $\sum_{n=1}^{\infty} b_n$ converges, then so does $\sum_{n=1}^{\infty} a_n$. Similarly, if $\sum_{n=1}^{\infty} a_n$ diverges, then so does $\sum_{n=1}^{\infty} b_n$.

- The **limit comparison test**: Let $a_n > 0, b_n > 0$. Assume that $\lim_{n \to \infty} \left(\frac{a_n}{b_n}\right) = L$, where $L$ is finite and positive. Then, the two series $\sum a_n$ and $\sum b_n$ either both converge or both diverge.

Summary

In this lesson, we develop more convergence tests. The direct comparison test for positive-term series compares a given series with a known series. The limit comparison test is similar, but more powerful. It allows us to analyze the convergence of a series without having a term-by-term comparison with a known series, as in the direct comparison test.

Example 1: Using the Direct Comparison Test

Use the direct comparison test to show that the series $\sum_{n=1}^{\infty} \frac{1}{n^2 + 2} = \frac{1}{3} + \frac{1}{6} + \frac{1}{11} + \ldots$ converges.

Solution

Note that $\frac{1}{n^2 + 2} < \frac{1}{n^2}$ for all $n$ and $\sum_{n=1}^{\infty} \frac{1}{n^2}$ converges. Hence, $\sum_{n=1}^{\infty} \frac{1}{n^2 + 2}$ converges.

Example 2: Using the Limit Comparison Test

Determine the convergence or divergence of the series $\sum_{n=2}^{\infty} \frac{1}{n^2 - 1}$.
Solution

We compare the series to the convergent $p$-series $\sum_{n=2}^{\infty} \frac{1}{n^2}$.

$$\lim_{n \to \infty} \left( \frac{a_n}{b_n} \right) = \lim_{n \to \infty} \left( \frac{n^3}{1} \right) = \lim_{n \to \infty} \left( \frac{n^3}{n^3 - 1} \right) = 1 = L.$$ 

Hence, the series converges. Notice that it would be difficult to use the direct comparison test for this example.

Example 3: Using the Limit Comparison Test

Determine the convergence or divergence of the series $\sum_{n=1}^{\infty} \frac{n2^n}{4n^3 + 1}$.

Solution

We compare the series to the divergent series $\sum_{n=1}^{\infty} \frac{2^n}{n}$. This series diverges because of the $n^{th}$ term test for divergence. That is, the numerator is greater than the denominator for $n > 4$. By the limit comparison test, we have

$$\lim_{n \to \infty} \frac{\frac{2^n}{n^2}}{\frac{2^n}{n^2}} = \lim_{n \to \infty} \frac{4n^3 + 1}{n^2} = \lim_{n \to \infty} \frac{4n^3 + 1}{n^2} = \lim_{n \to \infty} \left( 4 + \frac{1}{n^3} \right) = 4.$$ 

Hence, the original series diverges.

Study Tips

- Loosely speaking, the direct comparison test says that if the “larger” series converges, then the “smaller” series also converges. Equivalently, if the “smaller” series diverges, then the “larger” series diverges.

- Given a series whose behavior you wish to analyze, the secret in using the limit comparison test is to find a similar series whose convergence properties you know. For example, to analyze the convergence or divergence of the series $\sum_{n=1}^{\infty} \frac{\sin \frac{1}{n}}{n}$, you can compare it to the divergent harmonic series $\sum_{n=1}^{\infty} \frac{1}{n}$. Then, you have $\lim_{n \to \infty} \frac{\sin \frac{1}{n}}{\frac{1}{n}} = \lim_{x \to 0} \frac{\sin (x)}{x} = 1$, which shows that the original series diverges.

- For a series that you might think is convergent, try to compare it with a convergent $p$-series or a convergent geometric series.

- Similarly, if you think that a given series is divergent, try comparing it to a divergent $p$-series or a divergent geometric series.
Pitfalls

- The comparison tests are for positive-term series only. You cannot use the test on a series like \( \sum_{n=1}^{\infty} \frac{(-1)^n}{n^2} \), which has negative terms.

- For the limit comparison test, the limit must be a real number \( L \) greater than zero. In particular, the limit cannot be infinity. Remember, infinity is not a number.

Problems

1. Use the direct comparison test to determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{1}{3n^2 + 2} \).

2. Use the direct comparison test to determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{1}{5n - 3} \).

3. Use the direct comparison test to determine the convergence or divergence of the series \( \sum_{n=2}^{\infty} \frac{\ln n}{n + 1} \).

4. Use the limit comparison test to determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{n}{n^2 + 1} \).

5. Use the limit comparison test to determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{1}{n^2 (n+3)} \).

6. Use the limit comparison test to determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{5}{4^n + 1} \).

7. Determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{2n}{3n - 1} \).

8. Determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{\tan \frac{1}{n}}{n} \).

9. Determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{2^n + 1}{5^n + 1} \).

10. Determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{2n^2 - 1}{3n^5 + 2n + 1} \).
Alternating Series
Lesson 21

Topics

- Alternating series.
- The alternating series test.
- Conditional and absolute convergence.
- Approximations.

Definitions and Theorems

- Let $a_n > 0$. The following are alternating series:

\[
\sum_{n=1}^{\infty} (-1)^n a_n = -a_1 + a_2 - a_3 + \cdots.
\]

\[
\sum_{n=1}^{\infty} (-1)^{n+1} a_n = a_1 - a_2 + a_3 - \cdots.
\]

- Let $a_n > 0$. The alternating series test says that the alternating series $\sum (-1)^n a_n$ and $\sum (-1)^{n+1} a_n$ converge if $\lim_{n \to \infty} a_n = 0$ and $a_{n+1} \leq a_n$, for all $n$.

- The series $\sum a_n$ is conditionally convergent if the series converges, but the series $\sum |a_n|$ diverges.

- The series $\sum a_n$ is absolutely convergent if the series $\sum |a_n|$ converges.

- Theorem: If $\sum |a_n|$ converges, then $\sum a_n$ converges.

- Given a convergent alternating series with sum $S$, the absolute value of the remainder satisfies

\[
|R_N| = |S - S_N| \leq a_{N+1}.
\]

Summary

Having developed tests for positive-term series, we turn to series having terms that alternate between positive and negative. The alternating series test is the main theorem of this lesson. We then use absolute value to look at the concepts of conditional and absolute convergence for series with positive and negative terms. Finally, we study the error in approximating an alternating series by its $n^{th}$ partial sum.
Example 1: Using the Alternating Series Test

Show that the series \( \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} = 1 - \frac{1}{2} + \frac{1}{3} - \ldots \) converges.

Solution

In this example, we have \( a_n = \frac{1}{n} \). We see that \( \lim_{n \to \infty} a_n = \lim_{n \to \infty} \frac{1}{n} = 0 \) and \( a_{n+1} = \frac{1}{n+1} < \frac{1}{n} = a_n \) for all \( n \). Thus, the series converges by the alternating series test.

Example 2: Absolute Convergence

The series \( \sum_{n=1}^{\infty} \frac{(-1)^n}{n} \) is absolutely convergent because the series \( \sum_{n=1}^{\infty} \frac{1}{n^p} \) converges (p-series, \( p = 3 > 1 \)).

Example 3: Conditional Convergence

The series \( \sum_{n=1}^{\infty} \frac{(-1)^n}{\sqrt{n}} \) is conditionally convergent because the series converges (by the alternating series test), but the series \( \sum_{n=1}^{\infty} \frac{1}{\sqrt{n}} \) diverges (p-series, \( p = \frac{1}{2} < 1 \)).

Example 4: Approximation and Errors

Approximate the error in using the first 1000 terms of the convergent alternating series
\( \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} = 1 - \frac{1}{2} + \frac{1}{3} - \ldots \) to approximate the sum of the series.

Solution

Summing the first 1000 terms, you have \( S_{1000} = \sum_{n=1}^{1000} \frac{(-1)^{n+1}}{n} \approx 0.69264743 \). The error is bounded by the absolute value of the first omitted term, \( |R_{1000}| = |S - S_{1000}| \leq a_{1001} = \frac{1}{1001} \).

It can be shown that the infinite series sums to \( S = \ln 2 \approx 0.69314718 \). Hence, the real error,
\( |S - S_{1000}| \approx 0.00049975 < \frac{1}{1001} = 0.000999 \approx 0.001 \), is well within the bound given by the approximation theorem.
Study Tips

- To apply the alternating series test, you must verify two things: (1) The terms tend to zero, and (2) the terms (in absolute value) are nonincreasing.

- There are three possibilities for an arbitrary infinite series: (1) converges absolutely, (2) converges conditionally, or (3) diverges.

- The alternating harmonic series \( \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n} = 1 - \frac{1}{2} + \frac{1}{3} - \frac{1}{4} + \frac{1}{5} - \ldots \) is a classic example of a conditionally convergent series.

Pitfalls

- You cannot arbitrarily rearrange the terms of an alternating series and expect to obtain the same sum. This can only be done if the series is absolutely convergent.

- Make sure you verify both hypotheses of the alternating series test. For example, the terms of the series \( \sum_{n=1}^{\infty} \frac{(-1)^{n+1}(n+1)}{n} = \frac{2}{1} - \frac{3}{2} + \frac{4}{3} - \frac{5}{4} + \ldots \) do not tend to zero. In fact, the series diverges by the \( n^{th} \) term test for divergence (the terms to not tend to zero).

Problems

1. Determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n+2} \).

2. Determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{(-1)^{n}}{n^{3/2}} \).

3. Determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{n!} \).

4. Determine whether the series \( \sum_{n=1}^{\infty} \frac{(-1)^{n}}{n!} \) converges conditionally or absolutely, or diverges.

5. Determine whether the series \( \sum_{n=2}^{\infty} \frac{(-1)^{n+1}}{n \ln n} \) converges conditionally or absolutely, or diverges.

6. Determine whether the series \( \sum_{n=3}^{\infty} \frac{(-1)^{n+1}}{n^2 - 5} \) converges conditionally or absolutely, or diverges.

7. Determine whether the series \( \sum_{n=1}^{\infty} (-1)^{n} \arctan n \) converges conditionally or absolutely, or diverges.
8. Is the series $\sum_{n=1}^{\infty} \frac{\sin n}{n^2}$ an alternating series? Determine whether the series converges conditionally or absolutely, or diverges.

9. It can be shown that $\sum_{n=1}^{\infty} \frac{(-1)^{n+1}}{(n-1)!} = \frac{1}{e}$. Use the fourth partial sum to approximate $\frac{1}{e}$. Use the remainder theorem to estimate the error in this approximation.

10. Is the following statement true or false? If the series $\sum a_n$ diverges, then the series $\sum |a_n|$ also diverges.
The Ratio and Root Tests
Lesson 22

Topics

- The ratio test.
- The root test.
- Functions represented by series.

Definitions and Theorems

- The ratio test: Let $\sum a_n$ be a series with nonzero terms.

  If $\lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| < 1$, then the series converges absolutely.

  If $\lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| > 1$, then the series diverges.

  The test is inconclusive if $\lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = 1$.

- The root test: Let $\sum a_n$ be a series.

  $\sum a_n$ converges absolutely if $\lim_{n \to \infty} \sqrt[n]{|a_n|} < 1$.
  $\sum a_n$ diverges if $\lim_{n \to \infty} \sqrt[n]{|a_n|} > 1$.
  The test is inconclusive if $\lim_{n \to \infty} \sqrt[n]{|a_n|} = 1$.

Summary

In this lesson, we look at two more powerful convergence tests: the ratio test and the root test. The ratio test is particularly useful for series having factorials, whereas the root test is useful for series involving $n^{th}$ roots. We close by looking ahead at an infinite series involving a variable $x$.

Example 1: Using the Ratio Test

Determine the convergence or divergence of the series $\sum_{n=1}^{\infty} \frac{2^n}{n!}$.

Solution

We form the absolute value of the quotient of successive terms and take the limit.
Lesson 22: The Ratio and Root Tests

\[
\lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{2^{n+1}}{(n+1)!} \frac{n!}{2^n} \right| = \lim_{n \to \infty} \left| \frac{2^{n+1}}{(n+1)!} \frac{n!}{2^n} \right| = \lim_{n \to \infty} \frac{2}{(n+1)} = 0.
\]

Because the limit is \( L = 0 < 1 \), the series converges by the ratio test.

**Example 2: Using the Ratio Test**

Determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{n^n}{n!} \).

**Solution**

We take the limit of the quotient of successive terms.

\[
\lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{(n+1)^{n+1}}{(n+1)!} \frac{n!}{n^n} \right| = \lim_{n \to \infty} \left| \frac{(n+1)^{n+1}}{n^n(n+1)!} \right| = \lim_{n \to \infty} \frac{(n+1)^n}{n^n}.
\]

To evaluate this limit, we do the following.

\[
\lim_{n \to \infty} \left| \frac{(n+1)^n}{n^n} \right| = \lim_{n \to \infty} \left| \frac{n+1}{n} \right|^n = \lim_{n \to \infty} \left( 1 + \frac{1}{n} \right)^n = e > 1.
\]

Because \( L = e > 1 \), the series diverges by the ratio test.

**Example 3: Using the Root Test**

Determine the convergence or divergence of the series \( \sum_{n=1}^{\infty} \frac{e^{2n}}{n^n} \).

**Solution**

We form the \( n \)th root of the absolute value of the \( n \)th term and take the limit.

\[
\lim_{n \to \infty} \sqrt[n]{|a_n|} = \lim_{n \to \infty} \sqrt[n]{\frac{e^{2n}}{n^n}} = \lim_{n \to \infty} \left( \frac{e^{2n}}{n^n} \right)^{1/n} = \lim_{n \to \infty} \left( \frac{e^{2n}}{n^n} \right)^{1/n} = \frac{e^2}{n} = 0.
\]

Because \( L = 0 < 1 \), the series converges by the root test.
Example 4: A Series with a Variable

Find all values of $x$ for which the series $\sum_{n=0}^{\infty} \frac{x^n}{n!} = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \ldots$ converges.

Solution

We consider $x$ fixed and use the ratio test, as follows.

$$\lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{x^{n+1}}{(n+1)!} \frac{x^n}{n!} \right| = \lim_{n \to \infty} \left| \frac{x}{(n+1)!} \frac{n!}{x^n} \right| = \lim_{n \to \infty} \left| \frac{x}{n+1} \right| = 0.$$

Hence, the series converges for all values of $x$. Furthermore, this series equals its derivative, and hence, the series represents the exponential function, $f(x) = e^x$.

Study Tips

- Notice the absolute value signs in the ratio and root tests. This means that the tests determine if a given series is absolutely convergent.

- In using the ratio test, we often have to simplify factorials. For example, $\frac{n!}{(n+1)!} = \frac{n!}{(n+1)n!} = \frac{1}{n+1}$ and $0! = 1$.

- The ratio test is generally preferred if the series has factorials. The root test is useful for series containing $n$th roots.

- It is interesting to note the relative rates of growth of the expressions we have studied in these lessons. For $n > 4$, you have $\ln n < n < n^2 < 2^n < n! < n^n$.

Pitfalls

- The ratio test and root test are inconclusive for $p$-series. Fortunately, we know that the $p$-series $\sum_{n=1}^{\infty} \frac{1}{n^p}$ converges for $p > 1$.

- The ratio test and root test are both inconclusive when the corresponding limit equals 1. In these situations, you will need to analyze the series using a different test.
Problems

1. Use the ratio test to determine the convergence or divergence of the series
   \[ \sum_{n=1}^{\infty} \frac{1}{2^n} \]

2. Use the ratio test to determine the convergence or divergence of the series
   \[ \sum_{n=1}^{\infty} \frac{3^n}{n!} \]

3. Use the ratio test to determine the convergence or divergence of the series
   \[ \sum_{n=1}^{\infty} n \left( \frac{6}{5} \right)^n \]

4. Use the ratio test to determine the convergence or divergence of the series
   \[ \sum_{n=1}^{\infty} \frac{n!}{n^n} \]

5. Use the root test to determine the convergence or divergence of the series
   \[ \sum_{n=1}^{\infty} \frac{1}{n^n} \]

6. Use the root test to determine the convergence or divergence of the series
   \[ \sum_{n=1}^{\infty} \left( \frac{2n + 1}{n - 1} \right)^n \]

7. Use the root test to determine the convergence or divergence of the series
   \[ \sum_{n=1}^{\infty} \frac{\ln n}{n} \]

8. Determine the convergence or divergence of the series
   \[ \sum_{n=1}^{\infty} \frac{n^7}{n!} \]

9. Find all values of \( x \) for which the series \[ \sum_{n=1}^{\infty} 2 \left( \frac{x}{3} \right)^n \] converges.

10. Show that the root test is inconclusive for \( p \)-series.
Taylor Polynomials and Approximations
Lesson 23

Topics
- Maclaurin and Taylor polynomials.
- Taylor’s theorem with remainder.

Definitions and Theorems
- Let \( f \) have \( n \) derivatives at 0. The \( n \)-th-degree Maclaurin polynomial for \( f \) is
  \[
P_n(x) = f(0) + f'(0)x + \frac{f''(0)}{2!}x^2 + \cdots + \frac{f^{(n)}(0)}{n!}x^n.
  \]

- Let \( f \) have \( n \) derivatives at \( c \). The \( n \)-th-degree Taylor polynomial for \( f \) at \( c \) is
  \[
P_n(x) = f(c) + f'(c)(x-c) + \frac{f''(c)}{2!}(x-c)^2 + \cdots + \frac{f^{(n)}(c)}{n!}(x-c)^n.
  \]

- Taylor’s theorem: Let \( f \) be differentiable through order \( n+1 \) on an interval containing \( c \). Then, there exists a number \( z \) between \( x \) and \( c \) such that
  \[
f(x) = f(c) + f'(c)(x-c) + \frac{f''(c)}{2!}(x-c)^2 + \cdots + \frac{f^{(n)}(c)}{n!}(x-c)^n + R_n(x),
  \]
  where \( R_n(x) = \frac{f^{(n+1)}(z)}{(n+1)!}(x-c)^{n+1} \). That is, \( |R_n(x)| \leq \frac{|x-c|^{n+1}}{(n+1)!}\max\left|f^{(n+1)}(z)\right| \).

Summary
In this lesson, we show how to approximate a function with a polynomial. The first example shows how to construct the first-degree Maclaurin polynomial for the exponential function. This polynomial agrees with the exponential function and its first derivative at the point \( x = 0 \). More generally, the Maclaurin polynomial of degree \( n \) for a function \( f(x) \) agrees with the given function and its first \( n \) derivatives at the point \( x = 0 \). Taylor polynomials generalize this by requiring that the function and its \( n \) derivatives agree with the polynomial and its \( n \) derivatives at a point \( x = c \). Finally, we show how Taylor’s theorem can be used to estimate the accuracy of a Taylor polynomial.

Example 1: Finding a Maclaurin Polynomial
Find the first-degree Maclaurin polynomial for \( f(x) = e^x \).
Solution

The polynomial \( P_1 (x) = a_0 + a_1 x \) satisfies \( a_0 = f(0) = e^0 = 1 \) and \( a_1 = f'(0) = e^0 = 1 \). Hence, \( P_1 (x) = 1 + x \).

This polynomial agrees with \( f(x) = e^x \) at the point \((0,1)\) and agrees with the derivative at that point. Notice that this polynomial is nothing more than the tangent line to the curve at the point \( x = 0 \).

Example 2: Finding a Taylor Polynomial

Find the third-degree Taylor polynomial for \( f(x) = \ln x \) centered at \( c = 1 \).

Solution

We evaluate the function and its derivatives at 1.

\[
\begin{align*}
  f(x) &= \ln x, & f(1) &= 0. \\
  f'(x) &= \frac{1}{x}, & f'(1) &= 1. \\
  f''(x) &= -\frac{1}{x^2}, & f''(1) &= -1. \\
  f'''(x) &= \frac{2}{x^3}, & f'''(1) &= 2.
\end{align*}
\]

Next, we apply the definition of the Taylor polynomial.

\[
\begin{align*}
P_3(x) &= f(c) + f'(c)(x-c) + \frac{f''(c)(x-c)^2}{2!} + \frac{f'''(c)(x-c)^3}{3!} \\
      &= f(1) + f'(1)(x-1) + \frac{f''(1)(x-1)^2}{2!} + \frac{f'''(1)(x-1)^3}{3!} \\
      &= (x-1) - \frac{1}{2}(x-1)^2 + \frac{1}{3}(x-1)^3.
\end{align*}
\]
From the graph, you can see that the polynomial is a good approximation of the function near the point $c = 1$.

$$P_3(x) = (x-1) - \frac{1}{2}(x-1)^2 + \frac{1}{3}(x-1)^3$$

Example 3: Using Taylor’s Theorem

The third-degree Maclaurin polynomial for $f(x) = \sin x$ is $P_3(x) = x - \frac{x^3}{3!}$. Use this polynomial to approximate $\sin(0.1)$. Then, use Taylor’s theorem to estimate the accuracy of this approximation.

Solution

Substituting $x = 0.1$ into the polynomial, the approximation is $\sin(0.1) \approx P_3(0.1) = 0.1 - \frac{(0.1)^3}{3!} \approx 0.0998333$.

Taylor’s theorem says that $\sin x = x - \frac{x^3}{3!} + R_3(x) = x - \frac{x^3}{3!} + \frac{f^{(4)}(z)}{4!}x^4$, where $0 < z < 0.1$. Because $|\sin z| \leq 1$, and $\frac{f^{(4)}(z)}{4!}x^4 = \frac{\sin z}{4!}x^4$, we have the following error bound:

$$|R_3(0.1)| = \left|\frac{\sin z}{4!}(0.1)^4\right| \leq \frac{1}{4!}(0.1)^4 = \frac{0.0001}{4} \approx 0.000004.$$  

You can verify that the actual error is $|P_3(0.1) - \sin 0.1| \approx 0.00000042$.
Study Tips

- In general, a Taylor or Maclaurin polynomial will be a better approximation at values of \( x \) near the expansion point \( c \) (where \( c = 0 \) for a Maclaurin polynomial).
- In general, higher-degree polynomial approximations are more accurate.
- The first-degree polynomial calculated in Example 1 is nothing more than the tangent line to the curve at the point \((0,1)\).
- It is usually difficult to actually determine the value of \( z \) in the error formula of Taylor’s theorem, but we are often able to find an upper bound, as in Example 3.
- Many graphing utilities and computers have built-in programs for calculating Maclaurin and Taylor polynomials.
- Given a polynomial \( f \) of degree \( n \), the Maclaurin polynomial of degree \( n \) for \( f \) is itself. For example, the third-degree Maclaurin polynomial for \( f(x) = x^3 + 2x - 1 \) is the same polynomial. That is, the best approximation of a polynomial of degree \( n \) is itself.

Pitfall

- The Maclaurin polynomial for the function \( y = \ln x \) does not exist because \( \ln 0 \) is not defined.

Problems

1. Find the second-degree Maclaurin polynomial for \( f(x) = e^x \).
2. Find the first-degree Taylor polynomial for \( f(x) = \tan x \) at \( c = \frac{\pi}{4} \).
3. Find the second-degree Maclaurin polynomial for \( f(x) = \sec x \).
4. Find the third-degree Maclaurin polynomial for \( f(x) = x^3 + 2x - 1 \).
5. Find the third-degree Maclaurin polynomial for \( f(x) = \sin x \).
6. Find the third-degree Taylor polynomial for \( f(x) = \frac{2}{x} \) at \( c = 1 \).
7. Find the fourth-degree Taylor polynomial for \( f(x) = \ln x \) at \( c = 2 \).
8. Use the fourth-degree Maclaurin polynomial for the cosine function to approximate $\cos(0.3)$. Then, use Taylor’s theorem to obtain an upper bound for the error of this approximation.

9. Use the fifth-degree Maclaurin polynomial for the exponential function to approximate $e$. Then, use Taylor’s theorem to obtain an upper bound for the error of this approximation.

10. Differentiate the fifth-degree Maclaurin polynomial for the sine function to obtain the fourth-degree polynomial for the cosine function.
Power Series and Intervals of Convergence
Lesson 24

Topics

• Power series.
• The radius of convergence of a power series.
• The interval of convergence of a power series.
• Differentiation and integration of power series.

Definitions and Theorems

• If \( x \) is a variable, then an infinite series of the forms below are power series.

\[
\sum_{n=0}^{\infty} b_n x^n = b_0 + b_1 x + b_2 x^2 + \cdots.
\]

\[
\sum_{n=0}^{\infty} b_n (x - c)^n = b_0 + b_1 (x - c) + b_2 (x - c)^2 + \cdots.
\]

The first series is centered at 0, and the second is centered at \( c \).

• For a power series centered at \( c \), one of the following is true.

  a. The series converges only at \( c \). The radius of convergence is \( R = 0 \).
  b. The series converges absolutely for all \( x \). The radius of convergence is \( R = \infty \).
  c. There exists a real number \( R > 0 \), the radius of convergence, such that the series converges absolutely for \( |x - c| < R \) and diverges for \( |x - c| > R \).

Summary

Loosely speaking, a power series is an infinite polynomial. In other words, it is an infinite series in the variable \( x \).

One familiar example is the geometric series, \( \sum_{n=0}^{\infty} x^n = 1 + x + x^2 + \cdots \). Given a power series, the key question is to find its interval of convergence—that is, to find the points where the series converges. In general, this will be either a point, an interval, or perhaps the entire real line. We also discuss differentiation and integration of power series.

Example 1: Some Power Series Examples

\[
\sum_{n=0}^{\infty} \frac{x^n}{n!} = 1 + \frac{x}{2} + \frac{x^2}{3!} + \cdots \text{ is a power series centered at 0.}
\]
\[
\sum_{n=0}^{\infty} (-1)^n (x+1)^n = 1 - (x+1) + (x+1)^2 - \ldots \text{ is a power series centered at } -1.
\]

**Example 2: The Interval of Convergence**

Find the interval of convergence of the power series \( \sum_{n=0}^{\infty} \frac{x^n}{n!} = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \ldots \).

**Solution**

We compute the limit of the quotient of successive terms.

\[
\lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{x^{n+1}}{(n+1)!} \cdot \frac{n!}{x^n} \right| = \lim_{n \to \infty} \left| x \frac{1}{n+1} \right| = 0.
\]

The ratio test says that the series converges if this limit is less than 1. Hence, the power series converges for all \( x \). The radius of convergence is \( R = \infty \). The interval of convergence is \( (-\infty, \infty) \).

**Example 3: Geometric Series**

The geometric series \( \sum_{n=0}^{\infty} x^n = 1 + x + x^2 + x^3 + \ldots = \frac{1}{1-x} \) is a power series centered at 0. Use the ratio test to confirm that this series converges for \( |x| < 1 \).

**Solution**

We compute the limit of the quotient of successive terms.

\[
\lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{x^{n+1}}{x^n} \right| = \lim_{n \to \infty} |x| = |x|.
\]

The ratio test says that the series converges if this limit is less than 1. That is, the geometric series converges for \( |x| < 1 \). The radius of convergence of the series is 1. Furthermore, the series diverges at \( x = 1 \) and \( x = -1 \), so its interval of convergence is \( -1 < x < 1 \).
Example 4: The Interval of Convergence of a Power Series

Find the interval of convergence of the power series \( \sum_{n=0}^{\infty} n! x^n = 1 + x + 2x^2 + 6x^3 + \ldots \).

Solution

We use the ratio test: \( \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{(n+1)! x^{n+1}}{n! x^n} \right| = \lim_{n \to \infty} \left| (n+1) x \right| = \infty \).

Hence, the series only converges at 0. The radius of convergence is 0.

Example 5: Differentiation of a Power Series

The interval of convergence of the power series \( f(x) = \sum_{n=1}^{\infty} \frac{x^n}{n} = x + \frac{x^2}{2} + \frac{x^3}{3} + \ldots \) is the half-open interval \([-1, 1)\), whereas the interval of convergence of its derivative, \( f'(x) = \sum_{n=1}^{\infty} \frac{nx^{n-1}}{n} = \sum_{n=1}^{\infty} x^{n-1} = 1 + x + x^2 + \ldots \), is \((-1, 1)\).

Notice how we lost an endpoint.

Study Tips

- You can use the ratio test to find the radius of convergence of a power series, but it might take more work to find the interval of convergence because you have to analyze the series at the endpoints.

- In general, you might lose endpoints when you differentiate a power series, and you might gain endpoints when you integrate.

Pitfalls

- Be careful when using the ratio test for a series like \( \sum_{n=0}^{\infty} \frac{(-1)^n x^{2n+1}}{(2n+1)!} \). The \( n \)th term is clearly \( \frac{(-1)^n x^{2n+1}}{(2n+1)!} \), whereas the next term does not involve \((2n+2)\) but, rather, \( (2n+3) \). That is, the next term is \( \frac{(-1)^{n+1} x^{2(n+1)+1}}{(2(n+1)+1)!} = \frac{(-1)^{n+1} x^{2n+3}}{(2n+3)!} \).

- Remember that the interval of convergence can be open, closed, or neither, so make sure that you use the proper notation. For example, the interval of convergence for the series in Example 5 is denoted \([-1, 1)\).

Problems

1. Find the radius of convergence of the power series \( \sum_{n=0}^{\infty} (4x)^n \).

2. Find the radius of convergence of the power series \( \sum_{n=0}^{\infty} \frac{x^{2n}}{(2n)!} \).
3. Find the radius of convergence of the power series \( \sum_{n=0}^{\infty} \frac{(2n)!x^{2n}}{n!} \).

4. Find the interval of convergence of the power series \( \sum_{n=0}^{\infty} \left( \frac{x}{7} \right)^n \).

5. Find the interval of convergence of the power series \( \sum_{n=1}^{\infty} \frac{(-1)^n x^n}{n} \).

6. Find the interval of convergence of the power series \( \sum_{n=1}^{\infty} \frac{(-1)^n(x-4)^n}{n9^n} \).

7. Find the interval of convergence of the power series \( \sum_{n=0}^{\infty} \frac{(2n)!}{(\frac{x}{3})^n} \).

8. Find a power series that has \((-1, 0)\) as its interval of convergence.

9. Let \( f(x) = \sum_{n=1}^{\infty} \frac{(-1)^n(x-1)^n}{n+1} \). Find the intervals of convergence of the functions \( f(x), f'(x), \) and \( \int f(x) \, dx \).

10. Verify that the interval of convergence of \( \sum_{n=1}^{\infty} \frac{x^{n+1}}{n(n+1)} \) is the closed interval \([-1, 1]\).
Topics

- Representing functions by power series.
- A formula for $\pi$ using the arctangent function.

Definitions and Theorems

- If $x$ is a variable, then an infinite series of the forms below are power series.

$$\sum_{n=0}^{\infty} b_n x^n = b_0 + b_1 x + b_2 x^2 + \cdots.$$  
$$\sum_{n=0}^{\infty} b_n (x-c)^n = b_0 + b_1 (x-c) + b_2 (x-c)^2 + \cdots.$$  

The first series is centered at 0, and the second is centered at $c$.

- For a power series centered at $c$, one of the following is true.
  a. The series converges only at $c$.
  b. The series converges absolutely for all $x$.
  c. There exists a real number $R > 0$, the radius of convergence, such that the series converges absolutely for $|x-c| < R$ and diverges for $|x-c| > R$.

Summary

The geometric series $\sum_{n=0}^{\infty} x^n = 1 + x + x^2 + x^3 + \cdots = \frac{1}{1-x}$, $|x|<1$ represents the function $\frac{1}{1-x}$ on its interval of convergence. By appropriate manipulations of the series, you can generate power series for other functions. These manipulations include differentiation and integration of known series. At the end of the lesson, we will present some beautiful series formulas for $\pi$.

Example 1: Representing a Function by a Power Series

Find a power series centered at $c = 1$ for the function $f(x) = \frac{1}{x}$.

Solution

We use a geometric series as follows.
\[ \frac{1}{x} = \frac{1}{1 - (1 - x)} = \frac{1}{1 - (-x + 1)} = \sum_{n=0}^{\infty} \left[ -x + 1 \right]^n = \sum_{n=0}^{\infty} \left[ -(x-1) \right]^n = \sum_{n=0}^{\infty} (-1)^n (x-1)^n. \]

Because this is a geometric series, the interval of convergence is \( |x - 1| < 1 \Rightarrow 0 < x < 2. \)

**Example 2: Integrating a Series to Find a Power Series**

Integrate the series in Example 1 to find a power series for \( \ln x \).

**Solution**

We integrate the series term by term.

\[ \int \frac{1}{x} \, dx = \int \sum_{n=0}^{\infty} (-1)^n (x-1)^n \, dx = \ln x + C = \sum_{n=0}^{\infty} (-1)^n \frac{(x-1)^{n+1}}{n+1}. \]

Letting \( x = 1 \) in this equation shows that \( C = 0 \), and the power series is

\[ \ln x = \sum_{n=0}^{\infty} (-1)^n \frac{(x-1)^{n+1}}{n+1} = \frac{x-1}{1} - \frac{(x-1)^2}{2} + \frac{(x-1)^3}{3} - \cdots. \]

Using the ratio test, we conclude that the radius of convergence is \( R = 1. \) Checking the endpoints, we conclude that the interval of convergence is \( (0, 2] \). Try graphing the logarithmic function together with the first few terms of its series.

---

**Example 3: A Power Series for the Arctangent Function**

Find a power series for the arctangent function.

**Solution**

Our goal is to obtain the arctangent function as the integral of the power series for \( \frac{1}{1 + x^2} \). To this end, begin by substituting \( x^2 \) for \( x \) in the series for \( \frac{1}{1 + x} \).

\[ \frac{1}{1 + x} = \frac{1}{1 - (-x)} = \sum_{n=0}^{\infty} (-x)^n = \sum_{n=0}^{\infty} (-1)^n x^n \Rightarrow \frac{1}{1 + x^2} = \sum_{n=0}^{\infty} (-1)^n x^{2n}. \]

Next, integrate this series term by term.

\[ \int \frac{1}{1 + x^2} \, dx = \int \sum_{n=0}^{\infty} (-1)^n x^{2n} \, dx = \arctan x = \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n+1}}{2n+1} + C. \]
Letting \( x = 0 \) shows that \( C = 0 \). Hence, we have
\[
\arctan x = \sum_{n=0}^{\infty} (-1)^n \frac{x^{2n+1}}{2n+1} = x - \frac{x^3}{3} + \frac{x^5}{5} - \frac{x^7}{7} + \ldots
\]
This series converges on \([-1,1]\). In fact, it converges to the arctangent function on this interval. Letting \( x = 1 \), we obtain a beautiful series for \( \pi \):
\[
\arctan 1 = \frac{\pi}{4} = 1 - \frac{1}{3} + \frac{1}{5} - \frac{1}{7} + \ldots \Rightarrow \pi = 4 \left[ 1 - \frac{1}{3} + \frac{1}{5} - \frac{1}{7} + \ldots \right].
\]

Study Tips

- The key to using a geometric series is to use algebra, differentiation, and integration to manipulate the function into the appropriate form. For instance, in Example 1, we used only algebra.
  \[
  \frac{1}{x} = \frac{1}{1-(-x)} = \frac{1}{1-(x+1)} = \frac{1}{1-r}
  \]
- We can use our skills from the previous lesson to determine the interval of convergence of a power series. However, it is more difficult to actually prove that the series converges to the function in question. This is a subtle point that will be discussed in the next lesson.
- In general, the radius of convergence does not change when you differentiate or integrate a power series. However, you might lose endpoints under differentiation and gain endpoints under integration.
- There are many infinite series approximations for \( \pi \), and some converge much more quickly than the arctangent series in Example 3. For instance, try writing out the first few terms of the expression
  \[
  \frac{\pi}{4} = 4 \arctan \frac{1}{5} - \arctan \frac{1}{239}
  \]
- In general, a series with factorials in the denominator will give a more accurate approximation than one without factorials.

Pitfall

When manipulating the geometric series, make sure that the new series is precisely in the form \( \frac{1}{1-r} \).

For example, let \( f(x) = \frac{1}{3-x} \).

- Centered at \( c = 0 \): \( \frac{1}{3-x} = \frac{1/3}{1-(x/3)} = \sum_{n=0}^{\infty} \left( \frac{x}{3} \right)^n \).
- Centered at \( c = 1 \): \( \frac{1}{3-x} = \frac{1}{2-(x-1)} = \frac{1/2}{1-(x-1)/2} \).
Problems

1. Find a geometric power series for the function \( f(x) = \frac{1}{2 + x} \).

2. Find a geometric power series for the function \( f(x) = \frac{2}{5-x} \).

3. Find a geometric power series for the function \( f(x) = \frac{1}{1-x^2} \).

4. Find a power series for the function \( f(x) = \frac{1}{3-x} \) centered at \( c = 1 \).

5. Use the power series \( \sum_{n=0}^{\infty} (-1)^n x^n \) to determine a power series for \( \ln(x+1) \) centered at \( 0 \).

6. Use the power series \( \sum_{n=0}^{\infty} (-1)^n x^n \) to determine a power series centered at \( 0 \) for \( \frac{-2}{x^2-1} = \frac{1}{1+x} + \frac{1}{1-x} \).

7. Find a series representation for \( f(x) = \frac{1}{(1-x)^3} \) and determine its interval of convergence.

8. Find the interval of convergence for the series \( \sum_{n=0}^{\infty} \frac{(-1)^n x^{2n+1}}{2n+1} \).

9. The radius of convergence of the series \( \sum_{n=0}^{\infty} a_n x^{n+1} \) is 3. What is the radius of convergence of the series \( \sum_{n=0}^{\infty} na_n x^{n+1} \)?
Taylor and Maclaurin Series
Lesson 26

Topics

- Taylor and Maclaurin series.
- An application to integration.
- The famous formula $e^{ix} = -1$ derived from familiar infinite series.

Definitions and Theorems

- Theorem: If the function $f$ is represented by the power series $f(x) = \sum_{n=0}^{\infty} a_n (x-c)^n$, then the coefficients are given by $a_n = \frac{f^{(n)}(c)}{n!}$.
- The Taylor series for $f$ at $c$ is
  \[ \sum_{n=0}^{\infty} \frac{f^{(n)}(c)}{n!} (x-c)^n = f(c) + f'(c)(x-c) + \frac{f''(c)}{2!}(x-c)^2 + \cdots + \frac{f^{(n)}(c)}{n!}(x-c)^n + \cdots. \]
- The series is a Maclaurin series if $c = 0$:
  \[ \sum_{n=0}^{\infty} \frac{f^{(n)}(0)}{n!} x^n = f(0) + f'(0)x + \frac{f''(0)}{2!}x^2 + \cdots + \frac{f^{(n)}(0)}{n!}x^n + \cdots. \]

Summary

In this lesson, we explore the general technique to represent a function $y = f(x)$ as an infinite series. We saw some examples in the previous lesson, such as $y = \ln x$, $y = \frac{1}{x}$, and $y = \arctan x$. The basic idea is to extend Maclaurin and Taylor polynomials to series. For example, the $n^{th}$-degree Maclaurin polynomial for the exponential function $1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \cdots$ generalizes to the power series $\sum_{n=0}^{\infty} \frac{x^n}{n!} = 1 + \frac{x^2}{2!} + \frac{x^3}{3!} + \cdots + \frac{x^n}{n!} + \cdots$. We show how you can approximate a definite integral with an infinite series. Finally, we close with the derivation of a very famous and beautiful formula connecting $e$, $\pi$, and $i = \sqrt{-1}$.

Example 1: The Maclaurin for the Sine Function

Find the Maclaurin series for $f(x) = \sin x$. 

---
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Solution

We need to calculate the derivatives of the sine function at \( x = 0 \).

\[
\begin{align*}
  f(x) &= \sin x. & f(0) &= \sin 0 = 0. \\
  f'(x) &= \cos x. & f'(0) &= \cos 0 = 1. \\
  f''(x) &= -\sin x. & f''(0) &= -\sin 0 = 0. \\
  f'''(x) &= -\cos x. & f'''(0) &= -1. \\
  f^{(4)}(x) &= \sin x. & f^{(4)}(0) &= 0.
\end{align*}
\]

The pattern for the coefficients is clear, so we have

\[
\sum_{n=0}^{\infty} \frac{f^{(n)}(0)}{n!} x^n = f(0) + f'(0)x + \frac{f''(0)}{2!}x^2 + \frac{f'''(0)}{3!}x^3 + \frac{f^{(4)}(0)}{4!}x^4 + \cdots
\]

\[
= 0 + (1)x + \frac{0}{2!}x^2 + \frac{(-1)}{3!}x^3 + \frac{0}{4!}x^4 + \frac{1}{5!}x^5 + \cdots = x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!} + \cdots.
\]

By the ratio test, this series converges for all \( x \). In fact, it can be shown that the series converges to the original function \( f(x) = \sin x \).

Example 2: Manipulating a Maclaurin Series

Use the series for the cosine function to find the Maclaurin series for \( f(x) = \cos \sqrt{x} \).

Solution

We substitute \( \sqrt{x} \) for \( x \) in the cosine series.

\[
\cos x = 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \frac{x^6}{6!} + \cdots \Rightarrow \cos \sqrt{x} = 1 - \frac{x}{2!} + \frac{x^2}{4!} - \frac{x^3}{6!} + \cdots.
\]

The series converges for \( x \geq 0 \).

Example 3: An Application to Integration

Use four terms of the Maclaurin series for \( e^{-x^2} \) to approximate \( \int_0^1 e^{-x^2} \, dx \).
Solution

Notice first that \( e^{-x^2} \) does not have an elementary antiderivative, so we can’t just use the fundamental theorem of calculus. We derive the series for \( e^{-x^2} \) from the series for \( e^x \).

\[
e^x = \sum_{n=0}^{\infty} \frac{x^n}{n!} = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \cdots + \frac{x^n}{n!} + \cdots.
\]

\[
e^{-x^2} = 1 - x^2 + \frac{x^4}{2!} - \frac{x^6}{3!} + \frac{x^8}{4!} + \cdots.
\]

Next, integrate the first four terms.

\[
\int_0^1 e^{-x^2} \, dx \approx \int_0^1 \left[ 1 - x^2 + \frac{x^4}{2!} - \frac{x^6}{3!} \right] \, dx = \left[ x - \frac{x^3}{3} + \frac{x^5}{5(2!)} - \frac{x^7}{7(3!)} \right]_0^1 \approx 0.742857.
\]

This is close to the calculator answer, 0.746824. A more accurate answer can be obtained by using more terms of the series.

Example 4: A Famous Formula

Consider the series for the exponential function, the sine function, and the cosine function.

\[
e^x = \sum_{n=0}^{\infty} \frac{x^n}{n!}, \quad \sin x = \sum_{n=0}^{\infty} \frac{(-1)^n x^{2n+1}}{(2n+1)!}, \quad \cos x = \sum_{n=0}^{\infty} \frac{(-1)^n x^{2n}}{(2n)!}.
\]

Substitute \( ix \) for \( x \) in the exponential series, where \( i = \sqrt{-1} \).

\[
e^{ix} = \sum_{n=0}^{\infty} \frac{(ix)^n}{n!} = 1 + (ix) + \frac{(ix)^2}{2!} + \frac{(ix)^3}{3!} + \frac{(ix)^4}{4!} + \cdots
\]

\[
= \left[ 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \cdots \right] + i \left[ x - \frac{x^3}{3!} + \frac{x^5}{5!} - \cdots \right].
\]

That is, \( e^{ix} = \cos x + i \sin x \). Letting \( x = \pi \) and \( e^{i\pi} = \cos \pi + i \sin \pi \), we have the beautiful formula \( e^{i\pi} = -1 \).

Study Tips

- If you differentiate the Maclaurin series for the exponential function, your answer will be the same exponential function.
- You can obtain the Maclaurin series for the cosine function by directly applying the definition, or just by differentiating the series for the sine function.
- Notice that the series for the sine function only contains odd powers of \( x \). This is to be expected because the sine function is odd. Similarly, the series for the cosine function contains only even powers of \( x \).
• You can calculate series representations in many ways. For example, the Maclaurin series for 
  \[ y = \sin^2 x \]
  could be obtained by term-by-term multiplication of the series for the sine function times itself, or by using the trigonometric identity 
  \[ \sin^2 x = \frac{1 - \cos 2x}{2} \]
  and the series for \( \cos 2x \).

• Fortunately, the series representations of the most important functions that we use in calculus always converge to that function.

Pitfalls

• Keep in mind that the square root of \(-1\), denoted by \(i\), is not a real number. That is, \(i = \sqrt{-1}\), while \(i^2 = -1\). Note that \(i^3 = (i)^2 i = -i\) (also not a real number), while \(i^4 = 1\).

• There exist functions \(f\) for which the Taylor series does not converge to the function itself. For example, the series for 
  \[ f(x) = \begin{cases} 
  e^{-\sqrt{x}}, & x \neq 0 \\
  0, & x = 0 
  \end{cases} \]
  is equal to 0, not \(f\). If you graph \(f\), you will see that it is extremely flat near the origin.

\[ y = e^{-\frac{1}{x^2}} \]
Problems

1. Show that the interval of convergence for \( \sum_{n=0}^{\infty} \frac{x^n}{n!} \) is \((-\infty, \infty)\).

2. Show that the interval of convergence for \( \sum_{n=0}^{\infty} \frac{(-1)^n x^{2n+1}}{(2n+1)!} \) is \((-\infty, \infty)\).

3. Use the definition of a Maclaurin series to derive the series for the cosine function.

4. Use the definition of a Taylor series to find the series for \( f(x) = \frac{1}{x} \) centered at \( c = 1 \).

5. Use the definition of a Taylor series to find the series for \( f(x) = e^x \) centered at \( c = 1 \).

6. Find the Maclaurin series for the function \( f(x) = e^{-3x} \).

7. Find the Maclaurin series for the function \( f(x) = \sin 3x \).

8. Use the identity \( \sin^2 x = \frac{1 - \cos 2x}{2} \) to find the first two nonzero terms of the Maclaurin series for \( \sin^2 x \).

9. Find the first four nonzero terms of the Maclaurin series for \( f(x) = e^x \sin x \).

10. Use the first three terms of the Maclaurin series for \( f(x) = \cos \sqrt{x} \) to approximate the integral \( \int_{e^2}^{1} \cos \sqrt{x} \, dx \).
Parabolas, Ellipses, and Hyperbolas
Lesson 27

Topics

• Parabolas.
• Ellipses and eccentricity.
• Hyperbolas.

Definitions and Theorems

• A parabola is the set of all points \((x, y)\) that are equidistant from a fixed line (the directrix) and a fixed point (the focus).

• An ellipse is the set of all points \((x, y)\) the sum of whose distances from two fixed points (the foci) is constant.

• The standard equations of an ellipse with center \((h, k)\) and major and minor axes of lengths \(2a\) and \(2b\), \(a > b\), are as follows.

\[
\frac{(x-h)^2}{a^2} + \frac{(y-k)^2}{b^2} = 1 \quad \text{(horizontal major axis)}.
\]

\[
\frac{(x-h)^2}{b^2} + \frac{(y-k)^2}{a^2} = 1 \quad \text{(vertical major axis)}.
\]

• The eccentricity of an ellipse is \(e = \frac{c}{a}\).

• A hyperbola is the set of all points \((x, y)\) for which the absolute value of the difference between the distances between two fixed points (the foci) is constant.

• The standard equations of a hyperbola are as follows.

\[
\frac{(x-h)^2}{a^2} - \frac{(y-k)^2}{b^2} = 1 \quad \text{(horizontal transverse axis)}.
\]

\[
\frac{(y-k)^2}{a^2} - \frac{(x-h)^2}{b^2} = 1 \quad \text{(vertical transverse axis)}.
\]
Summary

In this lesson, we review conic sections: parabolas, ellipses, and hyperbolas. This is probably a familiar topic, details of which are best left for a precalculus course, so we will mainly emphasize the calculus aspects. We first look at parabolas and an arc length computation. We then turn to ellipses, their formulas, and the concept of eccentricity. Finally, we briefly discuss hyperbolas. The conics appear briefly in second-semester calculus, but their three-dimensional generalizations play an important role in third-semester calculus.

Example 1: The Arc Length of a Parabola

Set up the integral for the arc length of the parabola $y = x^2$, $0 \leq x \leq 4$.

Solution

We calculate the derivative $y' = 2x$ and use the formula for arc length.

$$s = \int_b^a \sqrt{1 + (y')^2} \, dx = \int_0^4 \sqrt{1 + (2x)^2} \, dx = \frac{\ln \left( \sqrt{65} + 8 \sqrt{65} \right)}{4} \approx 16.8186.$$

Example 2: The Equation of an Ellipse

Find the center, vertices, and foci of the ellipse with equation $4x^2 + y^2 - 8x + 4y - 8 = 0$.

Solution

We first complete the square to find the standard form of the ellipse.

$$4(x^2 - 2x + 1) + (y^2 + 4y + 4) = 8 + 4 + 4$$

$$4(x - 1)^2 + (y + 2)^2 = 16$$

$$\frac{(x-1)^2}{4} + \frac{(y+2)^2}{16} = 1.$$

Next, we see that the center is $(1, -2)$; the axis of the ellipse is vertical; and $a = 4$, $b = 2$, and $c = \sqrt{a^2 - b^2} = \sqrt{16 - 4} = 2\sqrt{3}$. Hence, the vertices are $(1, -6), (1, 2)$, and the foci are $(1, -2 - 2\sqrt{3}), (1, -2 + 2\sqrt{3})$. 
Example 3: The Area Bounded by an Ellipse

Find the area bounded by the ellipse \( \frac{x^2}{4} + \frac{y^2}{1} = 1 \).

Solution

We will find the area in the first quadrant and multiply by 4. To this end, solve for \( y \):

\[
\frac{x^2}{4} + \frac{y^2}{1} = 1 \Rightarrow y^2 = 1 - \frac{x^2}{4} \Rightarrow y = \sqrt{1 - \frac{x^2}{4}} = \frac{1}{2} \sqrt{4 - x^2}.
\]

The total area is \( A = 4 \int_{x_0}^{x_1} \frac{1}{2} \sqrt{4 - x^2} \, dx = 2\pi \).

Study Tips

- The integral in Example 1 could be evaluated using the trigonometric substitution \( 2x = \tan \theta \).
- Parabolas and ellipses have reflective properties.
- Because \( 0 < c < a \) for an ellipse, the eccentricity satisfies \( 0 < e < 1 \). If the eccentricity is near 0, then the ellipse is nearly circular. On the other hand, if the eccentricity is near 1, then the ellipse will appear elongated.
- In general, the area bounded by the ellipse \( \frac{x^2}{a^2} + \frac{y^2}{b^2} = 1 \) is \( \pi ab \). On the other hand, the integral for the arc length of an ellipse is difficult to evaluate.
- Because the formula for arc length, \( s = \int_a^b \sqrt{1 + (y')^2} \, dx \), appears often in calculus, it is worth memorizing.
Pitfall

- The integral for the arc length of an ellipse does not have an elementary antiderivative and leads to the study of so-called elliptic integrals.

Problems

1. Set up the integral for the arc length of the parabola \(4x - y^2 = 0\) for \(0 \leq y \leq 4\).

2. Use trigonometric substitution to evaluate the integral \(\int_0^4 \sqrt{1 + 4x^2} \, dx\).

3. Find the center, vertices, and foci of the ellipse \(16x^2 + y^2 = 16\).

4. Find the center, vertices, and foci of the ellipse \(9x^2 + 4y^2 + 36x - 24y + 36 = 0\).

5. Find the eccentricity of the ellipse in Exercise 3.

6. Find the area enclosed by the ellipse in Exercise 3.

7. Find an equation of the ellipse with center \((0,0)\), focus \((5,0)\), and vertex \((6,0)\).

8. Find the equations of the tangent lines to the hyperbola \(\frac{x^2}{9} - y^2 = 1\) at \(x = 6\).

9. Earth moves in an elliptical orbit with the Sun at one of the foci. The length of half of the major axis is 149,598,000 kilometers, and the eccentricity is 0.0167. Find the minimum distance (perihelion) and maximum distance (aphelion) of Earth from the Sun.

10. Use a graphing utility to approximate the arc length of the ellipse \(\frac{x^2}{4} + y^2 = 1\).
Parametric Equations and the Cycloid
Lesson 28

Topics

- Parametric equations.
- Slope in parametric equations.
- The cycloid.
- Arc length in parametric equations.

Definitions and Theorems

- Definition of **parametric curve**: Let \( f \) and \( g \) be continuous functions of \( t \) on an interval \( I \). The equations \( x = f(t), y = g(t) \) are **parametric equations** of the **parameter** \( t \). The curve \( C \) given by these equations is **smooth** if the derivatives of \( f \) and \( g \) are continuous and not both zero on \( I \).

- Given the parametric equations \( x = f(t), y = g(t) \) for the smooth curve \( C \), the **slope** at the point \((x, y)\) on \( C \) is \( \frac{dy}{dx} = \frac{dy/dt}{dx/dt} \), \( dx/dt \neq 0 \).

- A **cycloid** is defined as the curve traced out by a point on the circumference of a circle rolling along a line. The parametric equations of a cycloid are \( x = a(\theta - \sin \theta), y = a(1 - \cos \theta) \).

- The **arc length** of a parametric curve is given by

\[
\int_{a}^{b} \sqrt{\left( \frac{dx}{dt} \right)^2 + \left( \frac{dy}{dt} \right)^2} \, dt = \int_{a}^{b} \sqrt{\left( f'(t) \right)^2 + \left( g'(t) \right)^2} \, dt.
\]

Summary

In this lesson, we introduce parametric equations. The idea is to consider \( x \) and \( y \) as functions of a third variable ("parameter") \( t \). This allows us to add an orientation to the graph of the parametric curve. After a brief example of how to analyze a parametric curve, we look at the calculus concept of slope in parametric equations. We will look closely at the equation of the cycloid, its derivative, and its arc length.
Example 1: Sketching a Parametric Curve

Sketch the curve described by the parametric equations \( x = t^2 - 4, \ y = \frac{t}{2}, \ -2 \leq t \leq 3 \).

Solution

By letting the parameter \( t \) take on values on the interval \([-2, 3]\), you can generate a table of values for the points \((x, y)\). For example, when \( t = -2 \), \( x = (-2)^2 - 4 = 0 \) and \( y = \frac{-2}{2} = -1 \).

<table>
<thead>
<tr>
<th>( t )</th>
<th>-2</th>
<th>-1</th>
<th>0</th>
<th>1</th>
<th>2</th>
<th>3</th>
</tr>
</thead>
<tbody>
<tr>
<td>( x )</td>
<td>0</td>
<td>-3</td>
<td>-4</td>
<td>-3</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>( y )</td>
<td>-1</td>
<td>-( \frac{1}{2} )</td>
<td>0</td>
<td>( \frac{1}{2} )</td>
<td>1</td>
<td>( \frac{3}{2} )</td>
</tr>
</tbody>
</table>

Next, plot these points in the \( xy \)-plane and connect them with a smooth curve. You will see that you have a piece of a parabola opening to the right. In fact, you can eliminate the parameter in this example to obtain \( x = 4y^2 - 4 \).

Example 2: The Slope of a Parametric Curve

The slope of the curve \( x = 3\cos(t), \ y = 4\sin(t) \) is \( \frac{dy}{dx} = \frac{\frac{dy}{dt}}{\frac{dx}{dt}} = \frac{4\cos(t)}{-3\sin(t)} \).

Example 3: Analyzing a Cycloid

Find the points on the cycloid \( x = a(\theta - \sin(\theta)), \ y = a(1 - \cos(\theta)), \ \theta \geq 0 \), where the curve has a horizontal tangent.
Solution

We first calculate the derivative.

\[
\frac{dy}{dx} = \frac{\frac{dy}{d\theta}}{\frac{dx}{d\theta}} = \frac{a \sin \theta}{a - a \cos \theta} = \frac{\sin \theta}{1 - \cos \theta}.
\]

The graph has a horizontal tangent when the numerator is 0 (and the denominator is not 0). These are the points \( \theta = \pi, \ 3\pi, \ 5\pi, \ldots \).

Example 4: Finding Arc Length of a Parametric Curve

Set up the integral for the arc length of one arch of the cycloid \( x = 2(t - \sin t), \ y = 2(1 - \cos t) \).

Solution

The derivatives are \( \frac{dx}{dt} = 2 - 2 \cos t, \ \frac{dy}{dt} = 2 \sin t \). Hence, the arc length is given by

\[
s = \int_{a}^{b} \sqrt{\left(\frac{dx}{dt}\right)^2 + \left(\frac{dy}{dt}\right)^2} \ dt = 2 \int_{0}^{\pi} \sqrt{(2 - 2 \cos t)^2 + (2 \sin t)^2} \ dt.
\]

This integral can be evaluated using standard techniques, and the final length is 16.

Study Tips

- Most graphing utilities have built-in features for graphing parametric curves. Try to verify the examples in the lesson and workbook with your calculator.
• You can eliminate the parameter in Example 2. Use the fundamental trigonometric identity as follows:

\[ \frac{x}{3} = \cos t, \quad \frac{y}{4} = \sin t, \]  

which implies that \( \cos^2 t + \sin^2 t = \frac{x^2}{9} + \frac{y^2}{16} = 1 \), an ellipse.

• Notice that we lose the orientation of a parametric curve if we eliminate the parameter.

• The cycloid is closely related to the famous brachistochrone problem, which consists of finding the shape of the curve that an object will take when sliding from point A down to point B in the least amount of time. The resulting curve is an inverted cycloid.

Pitfalls

• When finding the points where a parametric curve has vertical tangents, be careful to check if both the denominator and numerator vanish at the point. In this case, you probably have a cusp or node. A good example is \( x = t^3, y = t^2 \), for which both derivatives vanish at \( t = 0 \). Notice that if you eliminate the parameter \( y = t^2 = \left( \frac{x^{1/3}}{x} \right)^2 = x^{2/3} \), you obtain a function with a cusp at the origin.

• You will encounter many different variables for the parameter besides \( t \).

• Remember that parametric equations include orientation. The two sets of parametric equations \( x = \cos t, y = \sin t \) and \( x = \sin t, y = \cos t \) have the same graph (a circle of radius 1). However, the equations are different because the orientation in the first set is counterclockwise and clockwise for the second set.

• Algebraic manipulation can mislead you into thinking that two sets of parametric equations describe the same curve when they do not. If you eliminate the parameter in the two sets of parametric equations \( x = t, y = t \) and \( x = t^2, y = t^2 \), you obtain \( y = x \). However, these equations do not describe the same curve because the second set is the restricted line \( y = x, x \geq 0 \).
Problems

1. Identify the curve given by the parametric equations \( x = 2t - 3, \ y = 3t + 1 \).

2. Identify the curve given by the parametric equations \( x = 2 \sec t, \ y = 3 \tan t \).

3. Identify the curve given by the parametric equations \( x = 2 + 3 \cos t, \ y = -4 + 3 \sin t \).

4. Find the slope of the tangent line to the curve \( x = \sqrt{t}, \ y = 3t - 1 \) at \( t = 1 \).

5. Find the slope of the tangent line to the curve \( x = \cos^3 \theta, \ y = \sin^3 \theta \) at \( \theta = \pi/4 \).

6. Find all points (if any) of horizontal and vertical tangency to the parametric curve \( x = t + 1, \ y = t^2 + 3t \).

7. Find all points (if any) of horizontal and vertical tangency to the parametric curve \( x = 5 + 3 \cos \theta, \ y = -2 + \sin \theta \).

8. Find the arc length of the curve \( x = 3t + 5, \ y = 7 - 2t, \ -1 \leq t \leq 3 \).

9. Find the arc length of the curve \( x = 6t^2, \ y = 2t^3, \ 1 \leq t \leq 4 \).

10. Find the equations of the two tangent lines at the point where the parametric curve \( x = 2 \sin 2t, \ y = 3 \sin t \) crosses itself.
Polar Coordinates and the Cardioid
Lesson 29

Topics

• Definition of polar coordinates.
• Conversion formulas.
• Graphs of polar equations.
• Graph of the cardioid.
• The slope of a polar graph.
• Horizontal and vertical tangents.

Definitions and Theorems

• Let \( P = (x, y) \) be a point in the plane. Let \( r \) be the distance from \( P \) to the origin, and let \( \theta \) be the angle that the segment \( \overline{OP} \) makes with the positive \( x \)-axis. Then, \( (r, \theta) \) is a set of polar coordinates for the point \( P \).

• conversion formulas: \( x = r \cos \theta, \ y = r \sin \theta; \ \tan \theta = \frac{y}{x}, \ r^2 = x^2 + y^2 \).

• Let \( r = f(\theta) \) be a polar curve. The slope of the graph of the curve is given by

\[
\frac{dy}{dx} = \frac{dy/d\theta}{dx/d\theta} = \frac{f(\theta) \cos \theta + f'(\theta) \sin \theta}{-f(\theta) \sin \theta + f'(\theta) \cos \theta}.
\]

Summary

You are probably familiar with polar coordinates. Even so, this lesson reviews their main properties and graphs. One example we consider is the cardioid. We then look at the derivative of a function in polar coordinates and study where the graph has horizontal and vertical tangents.

Example 1: Converting from Polar Coordinates to Rectangular Coordinates

Find the rectangular coordinates of the point \( (r, \theta) = (\sqrt{3}, \frac{\pi}{6}) \).
Solution

We use the conversion formulas from polar to rectangular, as follows.

\[
x = r \cos \theta = \sqrt{3} \cos \frac{\pi}{6} = \sqrt{3} \left( \frac{\sqrt{3}}{2} \right) = \frac{3}{2}.
\]

\[
y = r \sin \theta = \sqrt{3} \sin \frac{\pi}{6} = \sqrt{3} \left( \frac{1}{2} \right) = \frac{\sqrt{3}}{2}.
\]

Hence, rectangular coordinates are \((x, y) = \left( \frac{3}{2}, \frac{\sqrt{3}}{2} \right)\).

Example 2: Converting from Rectangular Coordinates to Polar Coordinates

Find two sets of polar coordinates for the point \((x, y) = (-1, -\sqrt{3})\).

Solution

We use the conversion formulas from rectangular to polar. Notice that there are an infinite number of solutions.

\[
r^2 = (-1)^2 + (-\sqrt{3})^2 = 4 \Rightarrow r = -2, 2.
\]

\[
\tan \theta = \frac{y}{x} = \frac{-\sqrt{3}}{-1} = \sqrt{3} \Rightarrow \frac{\pi}{3}, \frac{4\pi}{3}.
\]

Hence, two sets of polar coordinates are \((r, \theta) = (2, \frac{4\pi}{3}), (-2, \frac{\pi}{3})\).

Example 3: Graphs in Polar Coordinates

a. The graph of \(r = 2\) is the circle \(x^2 + y^2 = r^2 = 4\).
The graph of $\theta = \frac{\pi}{3}$ is a line: $\tan \theta = \tan \frac{\pi}{3} = \sqrt{3} = \frac{y}{x} \implies y = \sqrt{3}x$.

b. The graph of $r = 2(1 - \cos \theta)$ is a cardioid.

**Example 4: Horizontal and Vertical Tangents**

Find the horizontal and vertical tangents for the polar graph $r = \sin \theta, \ 0 \leq \theta \leq \pi$. 
Solution

We have \( x = r \cos \theta = \sin \theta \cos \theta \), \( y = r \sin \theta = \sin \theta \sin \theta = \sin^2 \theta \). Then, the vertical tangents

\[
\frac{dx}{d\theta} = \cos^2 \theta - \sin^2 \theta = \cos 2\theta = 0 \Rightarrow \theta = \frac{\pi}{4}, \frac{3\pi}{4}.
\]

The horizontal tangents occur when

\[
\frac{dy}{d\theta} = 2\sin \theta \cos \theta = \sin 2\theta = 0 \Rightarrow \theta = 0, \frac{\pi}{2}.
\]

Study Tips

- In general, converting from polar coordinates to rectangular coordinates is easier than converting from rectangular to polar. Furthermore, you can always convert back to the original coordinates to verify your answer.
- Most graphing utilities have built-in features for converting between polar coordinates and rectangular coordinates.
- Try using your graphing utility to graph the polar curves in this lesson. Make sure you set the calculator to polar mode.
- The curve in Example 4 is actually a circle. To see this, convert to rectangular coordinates:

\[
r = \sin \theta \Rightarrow r^2 = r \sin \theta \Rightarrow x^2 + y^2 = y.
\]

Next, complete the square:

\[
x^2 + y^2 - y + \frac{1}{4} = \frac{1}{4} \Rightarrow x^2 + \left(y - \frac{1}{2}\right)^2 = \left(\frac{1}{2}\right)^2.
\]

- Do not memorize the formula for the derivative in polar coordinates,

\[
\frac{dy}{dx} = \frac{f(\theta)\cos \theta + f'(\theta)\sin \theta}{-f(\theta)\sin \theta + f'(\theta)\cos \theta}.
\]

Instead, just remember that \( x = r \cos \theta \) and \( y = r \sin \theta \). From these equations and the product rule, you can easily derive the formula for \( \frac{dy}{dx} \).

Pitfalls

- The polar coordinates of a point are not unique. For example, the point \((x, y)=(0, 2)\) has an infinite number of polar representations, such as \((r, \theta)=(2, \frac{\pi}{2})=(2, \frac{5\pi}{2})\).
- In polar coordinates, the \( r \) value can be negative. For example, if \((x, y)=(0, 2)\), then \((r, \theta)=(-2, -\frac{\pi}{2})=(-2, \frac{3\pi}{2})\) are both polar representations of the point.
- It is helpful to identify the coordinate system under consideration. For example, to avoid confusion, write \((r, \theta)=(1, \pi)\) instead of just \((1, \pi)\).
• If both derivatives equal zero at a point, then you might have a cusp there. For example, the cardioid
\[ r = 2(1 - \cos \theta) \]
has a cusp at the origin.

**Problems**

1. Convert the point \((r, \theta) = \left(8, \frac{\pi}{2}\right)\) to rectangular coordinates.

2. Convert the point \((r, \theta) = \left(-2, \frac{5\pi}{3}\right)\) to rectangular coordinates.

3. Convert the point \((x, y) = (2, 2)\) to polar coordinates. Give two sets of polar coordinates.

4. Convert the point \((x, y) = (0, -6)\) to polar coordinates. Give two sets of polar coordinates.

5. Convert the rectangular equation \(x^2 + y^2 = 9\) to polar form. Describe the curve.

6. Convert the rectangular equation \(x = 12\) to polar form. Describe the curve.

7. Convert the polar equation \(r = 5\cos \theta\) to rectangular form. Describe the curve.

8. Find the points of horizontal tangency to the polar curve \(r = 1 - \sin \theta\).

9. Find the points of vertical tangency to the polar curve \(r = 2(1 - \cos \theta)\).

10. Find the points of intersection of the graphs \(r = 1 + \cos \theta\) and \(r = 1 - \cos \theta\).
Area and Arc Length in Polar Coordinates
Lesson 30

Topics

- Area of a circular sector.
- Area in polar coordinates.
- Arc length in polar coordinates.

Definitions and Theorems

- The area of a circular sector of radius $r$ and angle $\theta$ is $A = \frac{1}{2} \theta r^2$.
- Consider a region in the plane bounded by the polar equation $r = f(\theta)$, where $f$ is continuous and nonnegative on the interval $[\alpha, \beta]$, $0 < \beta - \alpha < 2\pi$. The area of the region is $A = \frac{1}{2} \int_{\alpha}^{\beta} [f(\theta)]^2 d\theta = \frac{1}{2} \int_{\alpha}^{\beta} r^2 d\theta$.
- **Arc length** in polar coordinates: $s = \int_{\alpha}^{\beta} \sqrt{[f(\theta)]^2 + [f'(\theta)]^2} d\theta = \int_{\alpha}^{\beta} \sqrt{r^2 + \left(\frac{dr}{d\theta}\right)^2} d\theta$.

Summary

We continue with our study of polar coordinates, focusing on applications involving integration. First, we develop the polar equation for the area bounded by a polar curve. The formula is based on the area of a circular sector. After some examples, we turn to arc length in polar coordinates. Here, the formula is similar to that for parametric equations.

**Example 1: Area in Polar Coordinates**

Find the area enclosed by the cardioid $r = 2(1 - \cos \theta)$, $0 \leq \theta \leq 2\pi$.

**Solution**

The area is $A = \frac{1}{2} \int_{0}^{2\pi} r^2 d\theta = \frac{1}{2} \int_{0}^{2\pi} [2(1 - \cos \theta)]^2 d\theta$. To evaluate this integral, we expand the quadratic and use the half-angle trigonometric formula.

\[
A = 2\int_{0}^{2\pi} (1 - 2\cos \theta + \cos^2 \theta) d\theta = 2\int_{0}^{2\pi} (1 - 2\cos \theta + \frac{1 + \cos 2\theta}{2}) d\theta A
\]

\[
= 2\left[\theta - 2\sin \theta + \frac{1}{2} \theta + \frac{1}{4} \sin 2\theta\right]_{0}^{2\pi} = 2(2\pi + \pi) = 6\pi.
\]
Example 2: Area in Polar Coordinates

Set up the integral for the area of the inner loop of the region $r = 1 + 2 \sin \theta$.

Solution

The key issue is establishing the limits of integration. By graphing the curve, you see that the inner loop is traced out on the interval $\frac{7\pi}{6} \leq \theta \leq \frac{11\pi}{6}$. Thus, the area is given by $A = \frac{1}{2} \int_{\frac{7\pi}{6}}^{\frac{11\pi}{6}} [1 + 2 \sin \theta]^2 d\theta$.

Example 3: Arc Length in Polar Coordinates

Set up the integral for the length of the cardioid $r = 2(1 - \cos \theta)$, $0 \leq \theta \leq 2\pi$. 
Solution

The derivative is \( \frac{dr}{d\theta} = 2\sin \theta \). Hence, the area integral is

\[
s = \int_{\alpha}^{\beta} \sqrt{r^2 + \left( \frac{dr}{d\theta} \right)^2} \, d\theta = \int_{0}^{2\pi} \sqrt{(2 - 2\cos \theta)^2 + (2\sin \theta)^2} \, d\theta.
\]

This integral requires some trigonometric formulas to evaluate, and the final answer is 16.

Study Tips

- You can take advantage of symmetry in Example 1. That is,

\[
A = \frac{1}{2} \int_{0}^{2\pi} \left( 2(1 - \cos \theta) \right)^2 \, d\theta = \frac{1}{2} \left( 2 \right) \int_{0}^{\pi} \left[ 2(1 - \cos \theta) \right]^2 \, d\theta.
\]

- The integral for the arc length of an ellipse leads to the interesting and difficult subject of elliptic integrals. For example, a calculator approximation for the circumference of the ellipse

\[
r = \frac{4}{2 + \cos \theta}, \quad 0 \leq \theta \leq 2\pi
\]

is 16.65293.

- You have probably noticed that the formula for arc length in polar coordinates is similar to the formula in parametric equations.

- Some graphing utilities have the ability to compute the arc length of a curve. For example, a calculator’s approximation for Example 3 could be 16.0.

Pitfalls

- In area problems, make sure that the curve is traced out exactly once on the interval \( \alpha \leq \theta \leq \beta \). For example, the area bounded by the curve \( r = 8\sin \theta \) is given by the integral

\[
A = \frac{1}{2} \int_{0}^{\pi} \left[ 8\sin \theta \right]^2 \, d\theta,
\]

where the \( \theta \)-interval is \( 0 \leq \theta \leq \pi \), not \( 0 \leq \theta \leq 2\pi \). The graph of this equation is a circle of radius 4.

- There can be more than one polar equation for the same polar graph. For example, \( r = \sin 2\theta \), \( r = -\sin 2\theta \), and \( r = \sin(-2\theta) \) yield the same polar graph.
Problems

1. Find the area of the region bounded by $r = 3\cos \theta$.

2. Verify that the area bounded by one petal of the rose curve $r = 3\cos 3\theta$ is $\frac{3\pi}{4}$.

3. Find the area of one petal of the rose curve $r = 4\sin 3\theta$.

4. Set up the integral for the area of the inner loop of $r = 1 + 2\cos \theta$.

5. Set up the integral for the area between the loops of $r = 3 - 6\sin \theta$.

6. Find the length of the polar curve $r = 8, \ 0 \leq \theta \leq 2\pi$.

7. Find the length of the polar curve $r = 4\cos \theta, \ 0 \leq \theta \leq \pi$.

8. Set up the integral for the length of the polar curve $r = 2\theta, \ 0 \leq \theta \leq 2\pi$.

9. Use a graphing utility to approximate the arc length of the ellipse $r = \frac{6}{3 - \sin \theta}$.

10. What conic does the polar equation $r = 2\sin \theta + 3\cos \theta$ represent?
Vectors in the Plane
Lesson 31

Topics

• Vectors in the plane.
• Equivalent vectors.
• The component form of a vector.
• Vector operations and properties.
• Unit vectors and tangent unit vectors.
• Applications.

Definitions and Theorems

• The directed line segment \( \overrightarrow{PQ} \) has initial point \( P \) and terminal point \( Q \). The length or magnitude of the directed line segment is denoted \( |\overrightarrow{PQ}| \). Directed line segments having the same length and direction are said to be equivalent vectors and are often denoted as \( \mathbf{v} = \overrightarrow{PQ} \).

\[ \overrightarrow{PQ} = \mathbf{u} \]

Directed Line Segment

• A vector is in standard position if its initial point is the origin \((0,0)\). If a vector is in standard position and its terminal point is \((v_1,v_2)\), then the component form of the vector is \( \mathbf{v} = \langle v_1, v_2 \rangle \), where \( v_1 \) and \( v_2 \) are the components. In particular, the zero vector is \( \mathbf{0} = \langle 0,0 \rangle \). A vector of length one is a unit vector.

• Addition and scalar multiplication of vectors: Given \( \mathbf{u} = \langle u_1, u_2 \rangle \), \( \mathbf{v} = \langle v_1, v_2 \rangle \),

\[ \mathbf{u} + \mathbf{v} = \langle u_1 + v_1, u_2 + v_2 \rangle \text{ and } c\mathbf{u} = \langle cu_1, cu_2 \rangle. \]

\[ -\mathbf{u} = (-1)\mathbf{u} = \langle -u_1, -u_2 \rangle; \quad \mathbf{u} - \mathbf{v} = \mathbf{u} + (-\mathbf{v}) = \langle u_1 - v_1, u_2 - v_2 \rangle. \]

• The standard unit vectors are \( \mathbf{i} = \langle 1,0 \rangle \) and \( \mathbf{j} = \langle 0,1 \rangle \). Consider the unit vector

\( \mathbf{u} = \langle \cos \theta, \sin \theta \rangle = \cos \theta \mathbf{i} + \sin \theta \mathbf{j} \). Any vector \( \mathbf{v} \) can be written as

\[ \mathbf{v} = \|\mathbf{v}\|\mathbf{u} = \|\mathbf{v}\|\langle \cos \theta, \sin \theta \rangle = \|\mathbf{v}\|\cos \theta \mathbf{i} + \|\mathbf{v}\|\sin \theta \mathbf{j}. \]
Summary

The next few lessons concern vectors in the plane. In this lesson, we define vectors and their properties. We show how to express an arbitrary vector in terms of the standard unit vectors \( \mathbf{i} \) and \( \mathbf{j} \). Finally, we apply our knowledge of vectors to a problem involving force.

Example 1: Vectors

Find the component form and length of the vector having initial point \((3, -7)\) and terminal point \((-2, 5)\).

Solution

We have \( P(3, -7), Q(-2, 5) \Rightarrow v_1 = 2 - 3 = -5 \) and \( v_2 = 5 - (-7) = 12 \). Hence, \( v = \langle -5, 12 \rangle \) and

\[
\|v\| = \sqrt{(-5)^2 + 12^2} = \sqrt{169} = 13.
\]

Example 2: Vector Operations

You can add vectors together and multiply them by scalars (real numbers). For example, if \( v = \langle -2, 5 \rangle \) and \( w = \langle 3, 4 \rangle \), then \( v + w = \langle -2 + 3, 5 + 4 \rangle = \langle 1, 9 \rangle \); \( 3v = 3\langle -2, 5 \rangle = \langle -6, 15 \rangle \); and \( w - w = \langle 3, 4 \rangle - \langle 3, 4 \rangle = \langle 0, 0 \rangle = \mathbf{0} \), the zero vector. There is a useful geometric interpretation of vector addition. The vectors form two adjacent sides of a parallelogram, and the diagonal is their sum, as indicated in the figure.

Example 3: Unit Vectors

Find a unit vector in the direction of the vector \( v = \langle 3, -4 \rangle \).
Solution

We first find the length of the given vector, \( \|v\| = \sqrt{3^2 + (-4)^2} = \sqrt{9 + 16} = 5 \). The unit vector is

\[
\mathbf{u} = \frac{1}{\|v\|} \mathbf{v} = \frac{1}{5} \begin{pmatrix} 3 \\ -4 \end{pmatrix} = \begin{pmatrix} \frac{3}{5} \\ -\frac{4}{5} \end{pmatrix}.
\]

Example 4: An Application of Vectors

Two tugboats are pushing a cruise ship. Each boat is exerting a force of 400 pounds at angles of 20° and -20°. What is the resultant force on the cruise ship?

Solution

The two forces are as follows.

\[
\mathbf{F}_1 = 400 \cos 20^\circ \mathbf{i} + 400 \sin 20^\circ \mathbf{j},
\]

\[
\mathbf{F}_2 = 400 \cos(-20^\circ) \mathbf{i} + 400 \sin(-20^\circ) \mathbf{j}
= 400 \cos(20^\circ) \mathbf{i} - 400 \sin(20^\circ) \mathbf{j}.
\]

The resultant force is \( \mathbf{F} = \mathbf{F}_1 + \mathbf{F}_2 = 800 \cos 20^\circ \mathbf{i} \approx 752 \mathbf{i} \) pounds.

Study Tips

- Two vectors are considered equivalent if they have the same length and direction. For example, if \( P(0,0), Q(3,2), R(1,2), \) and \( S(4,4) \) are four points in the plane, then the vectors \( \overrightarrow{PQ} \) and \( \overrightarrow{RS} \) are equivalent. They have the same length and point in the same direction.

- The set of vectors in the plane, together with the operations of addition and scalar multiplication, satisfy the axioms of a vector space.

- Any vector can be written as a linear combination of the standard unit vectors. For example, \( \begin{pmatrix} 4 \\ -6 \end{pmatrix} = 4 \begin{pmatrix} 1 \\ 0 \end{pmatrix} + (-6) \begin{pmatrix} 0 \\ 1 \end{pmatrix} = 4 \mathbf{i} - 6 \mathbf{j} \).
Pitfalls

- Keep in mind that the notation for vectors and their lengths varies widely in textbooks. For example, you might see $\mathbf{v} = \overrightarrow{PQ} = \mathbf{v} = \langle v_1, v_2 \rangle$. 
- Don’t confuse the standard unit vector $\mathbf{i} = \langle 1, 0 \rangle$ with the complex number $i = \sqrt{-1}$. When writing notes, underline the vector $\mathbf{i}$ with a little squiggle.

Problems

1. The vector $\mathbf{u}$ has initial point $(3, 2)$ and terminal point $(5, 6)$. The vector $\mathbf{v}$ has initial point $(1, 4)$ and terminal point $(3, 8)$. Show that the two vectors are equivalent.

2. The vector $\mathbf{u}$ has initial point $(0, 3)$ and terminal point $(6, -2)$. The vector $\mathbf{v}$ has initial point $(3, 10)$ and terminal point $(9, 5)$. Show that the two vectors are equivalent.

3. The vector $\mathbf{u}$ has initial point $(2, 0)$ and terminal point $(5, 5)$. Write the vector in component form and as a linear combination of the standard unit vectors $\mathbf{i}$ and $\mathbf{j}$.

4. The vector $\mathbf{u}$ has initial point $(0, -4)$ and terminal point $(-5, -1)$. Write the vector in component form and as a linear combination of the standard unit vectors $\mathbf{i}$ and $\mathbf{j}$.

5. Let $\mathbf{u} = \langle 4, 9 \rangle$ and $\mathbf{v} = \langle 2, -5 \rangle$. Find $\|\mathbf{u}\|$, $\frac{2}{3} \mathbf{u}$, $\mathbf{v} - \mathbf{u}$, and $5\mathbf{u} - 3\mathbf{v}$.

6. Let $\mathbf{u} = \langle -3, 4 \rangle$ and $\mathbf{v} = \langle 3, 0 \rangle$. Find $\|\mathbf{u}\|$, $-3\mathbf{u}$, $\mathbf{v} - \mathbf{u}$, and $6\mathbf{u} - \mathbf{v}$.

7. Find the unit vector in the direction of $\langle 5, 12 \rangle$.

8. Find the vector $\mathbf{v}$ if $\|\mathbf{v}\| = 2$ and it makes an angle of $150^\circ$ with the positive $x$-axis.

9. Two tugboats are pushing a cruise ship. Each boat is exerting a force of 400 pounds at angles of $10^\circ$ and $-10^\circ$. Find the resultant force on the cruise ship.

10. Find a unit vector parallel to the graph of $f(x) = x^3$ at the point $(1, 1)$. 

Lesson 31: Vectors in the Plane
The Dot Product of Two Vectors
Lesson 32

Topics

• The dot product of two vectors.
• The angle between two vectors.
• Orthogonal vectors.
• Projections.
• Force and work.

Definitions and Theorems

• The dot product of the vectors \( \mathbf{u} = \langle u_1, u_2 \rangle \) and \( \mathbf{v} = \langle v_1, v_2 \rangle \) is \( \mathbf{u} \cdot \mathbf{v} = u_1v_1 + u_2v_2 \).
• Theorem: If \( \theta \) is the angle between the two nonzero vectors \( \mathbf{u} \) and \( \mathbf{v} \), then \( \cos \theta = \frac{\mathbf{u} \cdot \mathbf{v}}{\|\mathbf{u}\|\|\mathbf{v}\|} \).
• The vectors \( \mathbf{u} \) and \( \mathbf{v} \) are orthogonal (perpendicular) if \( \mathbf{u} \cdot \mathbf{v} = 0 \).
• The projection of the vector \( \mathbf{u} \) onto the vector \( \mathbf{v} \) is \( \text{proj}_\mathbf{v} \mathbf{u} = \left( \frac{\mathbf{u} \cdot \mathbf{v}}{\|\mathbf{v}\|^2} \right) \mathbf{v} \).
• If \( \mathbf{w}_1 = \text{proj}_\mathbf{v} \mathbf{u} \) is the projection of \( \mathbf{u} \) onto \( \mathbf{v} \), then \( \mathbf{w}_2 = \mathbf{u} - \mathbf{w}_1 \) is called the vector component of \( \mathbf{u} \) orthogonal to \( \mathbf{v} \).

Summary

The dot product of two vectors is a real number, not a vector. This product provides a method for determining the angle between two nonzero vectors. In particular, two vectors are orthogonal (perpendicular) if their dot product is zero. We then turn to projections of one vector onto another. We close with some typical applications of dot product and projection involving force and work.

Example 1: The Dot Product of Two Vectors

Find the dot product of the vectors \( \mathbf{u} = \langle 2, 3 \rangle \) and \( \mathbf{v} = \langle 1, -4 \rangle \).

Solution

\[
\mathbf{u} \cdot \mathbf{v} = \langle 2, 3 \rangle \cdot \langle 1, -4 \rangle = 2(1) + 3(-4) = 2 - 12 = -10.
\]
Example 2: The Angle between Two Vectors

Find the angle between the vectors \( \mathbf{u} = (3, 1) \) and \( \mathbf{v} = (2, -1) \).

Solution

We use the formula for the cosine of the angle between two vectors.

\[
\cos \theta = \frac{\mathbf{u} \cdot \mathbf{v}}{\|\mathbf{u}\| \|\mathbf{v}\|} = \frac{(3,1) \cdot (2,-1)}{\| (3,1) \| \| (2,-1) \|} = \frac{3(2) + 1(-1)}{\sqrt{10} \sqrt{5}} = \frac{5}{5 \sqrt{2}} = \frac{\sqrt{2}}{2}.
\]

Hence, the angle is \( \theta = \frac{\pi}{4} \).

Example 3: Orthogonal Vectors

The vectors \( \mathbf{u} = (1,1) \) and \( \mathbf{v} = (2, -2) \) are orthogonal because \( \mathbf{u} \cdot \mathbf{v} = 0 \).

Example 4: The Projection of One Vector onto Another

Find the projection of the vector \( \mathbf{u} = (5,10) \) onto the vector \( \mathbf{v} = (4,3) \).

Solution

Draw a sketch of these vectors and the corresponding projection.

\[
\text{proj}_\mathbf{u} = \left( \frac{\mathbf{u} \cdot \mathbf{v}}{\|\mathbf{v}\|^2} \right) \mathbf{v} = \left( \frac{(5,10) \cdot (4,3)}{(4,3) \cdot (4,3)} \right) (4,3) = \left( \frac{20 + 30}{25} \right) (4,3) = 2(4,3) = (8,6).
\]
Example 5: An Application to Work

A toy wagon is pulled by exerting a force of 25 pounds on a handle that makes a $20^\circ$ angle with the horizontal. Find the work done in pulling the wagon 50 feet.

Solution

We define the force vector, $F = 25(\cos 20^\circ i + \sin 20^\circ j)$, and the vector giving the distance traveled, $\mathbf{v} = \overrightarrow{PQ} = 50i$. Finally, the work is $W = F \cdot \mathbf{v} = (50)(25)\cos 20^\circ = 1250 \cos 20^\circ \approx 1174.6$ ft-lb.
Study Tips

- The dot product of vectors is a real number (scalar) and can be positive, negative, or zero.
- The length of a vector can be expressed using the dot product.
  \[ \mathbf{v} = \langle v_1, v_2 \rangle \Rightarrow \|\mathbf{v}\| = \sqrt{v_1^2 + v_2^2} \Rightarrow \|\mathbf{v}\|^2 = v_1^2 + v_2^2 = \langle v_1, v_2 \rangle \cdot \langle v_1, v_2 \rangle. \]
- The zero vector is orthogonal to every vector.
- You can rewrite the formula for the cosine of the angle between two vectors as follows:
  \[ \cos \theta = \frac{\mathbf{u} \cdot \mathbf{v}}{\|\mathbf{u}\| \|\mathbf{v}\|} \Rightarrow \mathbf{u} \cdot \mathbf{v} = \|\mathbf{u}\| \|\mathbf{v}\| \cos \theta. \] This shows that \( \mathbf{u} \cdot \mathbf{v} \) and \( \cos \theta \) have the same sign.
- If the projection of \( \mathbf{u} \) onto \( \mathbf{v} \) equals \( \mathbf{u} \), then the vectors are parallel. Similarly, if the projection of \( \mathbf{u} \) onto \( \mathbf{v} \) is the zero vector, then the vectors are orthogonal.

Pitfalls

- Keep in mind that the words “orthogonal,” “perpendicular,” and “normal” often mean the same thing in mathematics.
- Be careful when writing expressions involving vector operations. For example, the expression \( \mathbf{u} \cdot \mathbf{v} + \mathbf{w} \) makes no sense because you can’t add the scalar \( \mathbf{u} \cdot \mathbf{v} \) to the vector \( \mathbf{w} \).
- When calculating the magnitude of a vector, don’t just stop once you’ve found the dot product; remember that magnitude is the square root of the dot product of the vector with itself.

Problems

1. Find the dot product of the vectors \( \mathbf{u} = \langle 3, 4 \rangle \) and \( \mathbf{v} = \langle -1, 5 \rangle \).
2. Find the dot product of the vectors \( \mathbf{u} = \langle 6, -4 \rangle \) and \( \mathbf{v} = \langle -3, 2 \rangle \).
3. Find the angle between the vectors \( \mathbf{u} = \langle 3, 4 \rangle \) and \( \mathbf{v} = \langle -8, 6 \rangle \).
4. Use a calculator to approximate the angle between the vectors \( \mathbf{u} = \langle 3, 1 \rangle \) and \( \mathbf{v} = \langle -2, 4 \rangle \).
5. Find the projection of \( \mathbf{u} = \langle 6, 7 \rangle \) onto \( \mathbf{v} = \langle 1, 4 \rangle \).
6. Find the projection of \( \mathbf{u} = 2\mathbf{i} - 3\mathbf{j} \) onto \( \mathbf{v} = 3\mathbf{i} + 2\mathbf{j} \).
7. Find the projection of \( \mathbf{u} = 2\mathbf{i} + 3\mathbf{j} \) onto \( \mathbf{v} = 5\mathbf{i} + \mathbf{j} \) and the vector component of \( \mathbf{u} \) orthogonal to \( \mathbf{v} \).

8. A 48,000-pound truck is parked on a 10° slope. Find the force required to keep the truck from rolling down the hill.

9. A car is towed using a force of 1600 newtons. The chain used to pull the car makes a 25° angle with the horizontal. Find the work done in towing the car 2 kilometers.

10. What is known about an angle between two vectors if their dot product is negative?
Vector-Valued Functions
Lesson 33

Topics

- Vector-valued functions.
- Limits of vector-valued functions.
- Derivatives and integrals of vector-valued functions.
- Position, velocity, and acceleration.

Definitions and Theorems

- A function of the form \( r(t) = f(t)\mathbf{i} + g(t)\mathbf{j} \) is a vector-valued function; \( f \) and \( g \) are the component functions, and \( t \) is the parameter.

- The derivative of the vector-valued function \( r(t) \) is \( r'(t) = \lim_{\Delta t \to 0} \frac{r(t + \Delta t) - r(t)}{\Delta t} \), providing that this limit exists.

- Application to motion: If \( r(t) \) is the position of a particle, then the velocity is \( v(t) = r'(t) \), the speed is \( \|v(t)\| \), and the acceleration is \( a(t) = v'(t) = r''(t) \).

- Theorem: If \( r(t) \cdot r(t) = \text{constant} \), then \( r(t) \cdot r'(t) = 0 \).

Summary

In this lesson, we use our knowledge of vectors to study vector-valued functions, which are functions whose values are vectors. The domain of a vector-valued function consists of real numbers, and the output is a vector. As will become clear, this topic is very similar to parametric equations. We will see how to apply calculus to the study of these functions. In particular, the derivative of a vector-valued function is a vector tangent to the graph and points in the direction of motion. Perhaps the most important application is using vector-valued functions to describe the motion of a particle.
Example 1: A Vector-Valued Function

Describe the graph of the vector-valued function \( \mathbf{r}(t) = 2\cos t\mathbf{i} - 3\sin t\mathbf{j} \), \( 0 \leq t \leq 2\pi \).

Solution

By letting \( x = 2\cos t \) and \( y = -3\sin t \), we can eliminate the parameter

\[
\left( \frac{x}{2} \right)^2 = \cos^2 t, \quad \left( \frac{y}{-3} \right)^2 = \sin^2 t \Rightarrow \cos^2 t + \sin^2 t = \left( \frac{x}{2} \right)^2 + \left( \frac{y}{-3} \right)^2 = 1.
\]

The graph is the ellipse \( \frac{x^2}{4} + \frac{y^2}{9} = 1 \) oriented clockwise. Some of the values are

\[
\mathbf{r}(0) = 2\mathbf{i}, \quad \mathbf{r}(\pi/2) = -3\mathbf{j}, \quad \mathbf{r}(\pi) = -2\mathbf{i}.
\]

Example 2: Limits of Vector-Valued Functions

You can evaluate limits componentwise. For example,

a. \( \lim_{t \to 0} \left( e^t\mathbf{i} + \frac{\sin t}{t}\mathbf{j} \right) = \mathbf{i} + \mathbf{j} \).

b. \( \lim_{t \to 0} \left( \frac{1}{t}\mathbf{i} + \frac{1}{t^2-1}\mathbf{j} \right) \) does not exist.
Example 3: Derivatives of Vector-Valued Functions

You can evaluate derivatives componentwise. For example,

\[ r(t) = \mathbf{i} + (t^2 + 2)\mathbf{j} \Rightarrow r'(t) = \mathbf{i} + 2t\mathbf{j}. \]
\[ r(t) = (t - \sin t)\mathbf{i} + (1 - \cos t)\mathbf{j} \Rightarrow r'(t) = (1 - \cos t)\mathbf{i} + \sin t\mathbf{j}. \]

Example 4: Integrals of Vector-Valued Functions

You can evaluate integrals componentwise. For example,

\[ \int \left( \cos t \mathbf{i} + e^{2t} \mathbf{j} \right) dt = \sin t\mathbf{i} + \frac{1}{2} e^{2t} \mathbf{j} + C. \]

Note that \( C \) is a constant vector, not a scalar.

Study Tips

- It is very important to visualize vector-valued functions. We often graph just the endpoint of a vector, whereas at other times, we indicate the entire vector coming out from the origin.

- The vector-valued function \( r(t) = f(t)\mathbf{i} + g(t)\mathbf{j} \) is often written with brackets, \( r(t) = \{f(t), g(t)\}. \)

- The derivative of a vector-valued function is a tangent vector to the graph pointing in the direction of motion. When graphing a vector-valued function, it is helpful to place the tangent vector at the endpoint of the position vector.

- The usual properties of derivatives hold for vector-valued functions.

- There is a natural orientation of a vector-valued function. For example, the parabola \( y = x^2 + 1 \) can be described by the vector-valued function \( r(t) = t\mathbf{i} + (t^2 + 1)\mathbf{j} \) or by the oppositely oriented function \( r(t) = -t\mathbf{i} + (t^2 + 1)\mathbf{j}. \)
Pitfalls

- You will often see other parameters besides \( t \). For example, \( \theta \) is very common in textbooks.
- The graph of a vector-valued function might not be smooth at points where the derivative vanishes. For example, the cycloid given by \( r(t) = (t - \sin t)i + (1 - \cos t)j \Rightarrow r'(t) = (1 - \cos t)i + \sin j \) has cusps at \( t = 0, 2\pi, 4\pi, \ldots \).
- Watch out for \( C \) appearing as a vector, instead of the more familiar scalar, as in Example 4:
  \[ \int (\cos t \mathbf{i} + e^{2t} \mathbf{j}) \, dt = \sin t \mathbf{i} + \frac{1}{2} e^{2t} \mathbf{j} + C. \]

Problems

1. Find the domain of the vector-valued function \( r(t) = \frac{1}{t - 2}i + \ln t \mathbf{j} \).

2. Evaluate the vector-valued function \( r(t) = t^3i + (t - 1)j \) at the points \( t = 1 \) and \( t = -2 \).

3. Describe the curve represented by the vector-valued function \( r(t) = ti + (t - 1)j \) and indicate the orientation.

4. Describe the curve represented by the vector-valued function \( r(t) = \cos ti + 2 \sin t \mathbf{j} \) and indicate the orientation.

5. Describe the curve represented by the vector-valued function \( r(t) = 3 \sec \theta i + 2 \tan \theta \mathbf{j} \).

6. Represent the plane curve \( x^2 + y^2 = 25 \) by a vector-valued function.

7. Find the limit: \( \lim_{t \to \infty} \left( e^{-t}i + \frac{2t^3}{t^2 + 1}j \right) \).

8. Find the first and second derivatives of the vector-valued function \( r(t) = t^3i - 3t \mathbf{j} \).

9. Find the first derivative of the vector-valued function \( r(t) = 4 \cos ti + 4 \sin t \mathbf{j} \).

10. Evaluate the integral: \( \int \left( \frac{1}{t}i + \sec^2 t \mathbf{j} \right) \, dt \).
Velocity and Acceleration
Lesson 34

Topics
- Motion in the plane.
- The velocity and acceleration vectors.
- Speed.
- Application to projectile motion.

Definitions and Theorems
- Motion in the plane:
  \[ \mathbf{r}(t) = x(t) \mathbf{i} + y(t) \mathbf{j} \] (position function).
  \[ \mathbf{v}(t) = \mathbf{r}'(t) = x'(t) \mathbf{i} + y'(t) \mathbf{j} \] (velocity).
  \[ \mathbf{a}(t) = \mathbf{r}''(t) = x''(t) \mathbf{i} + y''(t) \mathbf{j} \] (acceleration).
  \[ \|\mathbf{v}(t)\| = \|\mathbf{r}'(t)\| = \sqrt{x'(t)^2 + y'(t)^2} \] (speed).

- Projectile motion: \[ \mathbf{r}(t) = -\frac{1}{2}gt^2 \mathbf{j} + \mathbf{v}_0 t + \mathbf{r}_0. \] Here, \( \mathbf{v}_0 \) is the initial velocity and \( \mathbf{r}_0 \) is the initial position.

- Projectile motion: \[ \mathbf{r}(t) = (v_0 \cos \theta) \mathbf{i} + \left[ h + (v_0 \sin \theta) t - \frac{1}{2} gt^2 \right] \mathbf{j}. \] Here, \( h \) is the initial height, \( v_0 \) is the initial speed, and \( \theta \) is the angle with the horizontal.

Summary
In this lesson, we combine parametric equations, curves, vectors, and vector-valued functions to form a model for motion in the plane. We derive equations for the motion of a projectile subject to gravity.

Example 1: Motion in the Plane
Find the velocity, speed, and acceleration of a particle moving along the plane curve given by
\[ \mathbf{r}(t) = 2 \sin \frac{t}{2} \mathbf{i} + 2 \cos \frac{t}{2} \mathbf{j}. \]
Solution

The velocity is the derivative of the position function, so we have the following: \( \mathbf{v}(t) = \mathbf{r}'(t) = \cos \frac{t}{2} \mathbf{i} - \sin \frac{t}{2} \mathbf{j} \).

The acceleration is the rate of change of the velocity, or the second derivative of the position, \( \mathbf{a}(t) = \mathbf{r}''(t) = -\frac{1}{2} \sin \frac{t}{2} \mathbf{i} - \frac{1}{2} \cos \frac{t}{2} \mathbf{j} \). Finally, the speed is the magnitude of the velocity, \( \|\mathbf{r}'(t)\| = \sqrt{\cos^2 \frac{t}{2} + \sin^2 \frac{t}{2}} = 1 \).

Example 2: Describing the Path of a Particle

Describe the path of the particle moving according to \( \mathbf{r}(t) = (t^2 - 4) \mathbf{i} + t \mathbf{j} \).

Solution

By letting \( y = t \), you see that the movement is along the parabola \( x = y^2 - 4 \). We also have \( \mathbf{v}(t) = \mathbf{r}'(t) = 2t \mathbf{i} + \mathbf{j} \) and \( \mathbf{a}(t) = \mathbf{r}''(t) = 2 \mathbf{i} \). Notice that the speed is not constant: \( \|\mathbf{r}'(t)\| = \sqrt{(2t)^2 + 1} = \sqrt{4t^2 + 1} \).

Example 3: An Application to Projectile Motion

A baseball is hit 3 feet above ground level at 100 feet per second and at an angle of \( 45^\circ \) with respect to the ground. Find the maximum height of the baseball. Will it clear the 10-foot fence located 300 feet from home plate?
Solution

We use the position function \( \mathbf{r}(t) = (v_0 \cos \theta) \mathbf{i} + \left[ h + (v_0 \sin \theta)t - \frac{1}{2} gt^2 \right] \mathbf{j} \) with \( h = 3 \), \( v_0 = 100 \), and \( \theta = 45^\circ \).

Hence, \( \mathbf{r}(t) = \left( 100 \cos \frac{\pi}{4} \right) \mathbf{i} + \left[ 3 + (100 \sin \frac{\pi}{4})t - \frac{1}{2} 32 t^2 \right] \mathbf{j} \)
\[ = \left( 50 \sqrt{2} \right) \mathbf{i} + \left[ 3 + 50 \sqrt{2} t - 16 t^2 \right] \mathbf{j}. \]

The maximum height is attained when the \( y \)-component of the derivative
\[ \mathbf{r}'(t) = \mathbf{v}(t) = \left( 50 \sqrt{2} \right) \mathbf{i} + \left[ 50 \sqrt{2} - 32 t \right] \mathbf{j} \] is zero.

\[ 50 \sqrt{2} - 32 t = 0 \Rightarrow t = \frac{50 \sqrt{2}}{32} = \frac{25 \sqrt{2}}{16} \approx 2.21 \text{ sec} . \]

For this time, the maximum height is
\[ y = \left[ 3 + 50 \sqrt{2} \left( \frac{25 \sqrt{2}}{16} \right) - 16 \left( \frac{25 \sqrt{2}}{16} \right)^2 \right] = \frac{649}{8} \approx 81 \text{ feet} . \]

Next, we find the time when the ball is 300 feet from home plate.

\[ 300 = 50 \sqrt{2} t \Rightarrow t = \frac{300}{50 \sqrt{2}} = \frac{6 \sqrt{2}}{1} = 3 \sqrt{2} \approx 4.24 \text{ sec} . \]

At that time, the ball is \( y = 3 + 50 \sqrt{2} \left( 3 \sqrt{2} \right) - 16 \left( 3 \sqrt{2} \right)^2 = 303 - 288 = 15 \) feet high and, hence, clears the fence.

Study Tips

- Given a position function, you can calculate the velocity, acceleration, and speed. In particular, the velocity vector is tangent to the path of the particle and points in the direction of motion.
- To get a sense of what is going on in a problem, look at a particular point on the curve and plot the velocity and acceleration vectors at that point.
- Notice in Example 1 that the speed is constant, but the velocity is not because the motion is circular. Furthermore, the acceleration vector points toward the center of the circle. In general, if an object is traveling at constant speed, then the velocity and acceleration vectors are perpendicular.
Pitfalls

- Keep in mind that speed is a scalar, whereas velocity is a vector.
- The acceleration of an object is not the derivative of the speed but, rather, the derivative of the velocity.

Problems

1. Find the velocity and acceleration for the position function \( r(t) = e^{-t}i + e^t j \).

2. Find the velocity and acceleration for the position function \( r(t) = \ln t i + t^4 j \).

3. Find the velocity, acceleration, and speed at the point \((3,0)\) for the position function \( r(t) = 3i + (t-1)j \).

4. Find the velocity, acceleration, and speed at the point \((3,0)\) for the position function \( r(t) = 3\cos t i + 2\sin tj \).

5. Find the velocity, acceleration, and speed at the point \((1,1)\) for the position function \( r(t) = t^2i + t^3j \).

6. Use the acceleration function \( a(t) = i + j \) to find the position function if \( v(0) = 0 \) and \( r(0) = 0 \).

7. Use the acceleration function \( a(t) = 2i + 3j \) to find the position function if \( v(0) = 4j \) and \( r(0) = 0 \).

8. Find the vector-valued function for the path of a projectile launched at a height of 10 feet above the ground with an initial velocity of 88 feet per second and at an angle of 30° above the horizontal.

9. A baseball is hit from a height of 2.5 feet above the ground with an initial velocity of 140 feet per second and at an angle of 22° above the horizontal. Will the ball clear a 10-foot-high fence located 375 feet from home plate?

10. Determine the maximum height of a projectile fired at a height of 1.5 meters above the ground with an initial velocity of 100 meters per second and at an angle of 30° above the horizontal.


**Acceleration’s Tangent and Normal Vectors**

**Lesson 35**

**Topics**

- The unit tangent vector.
- The unit normal vector.
- The tangential and normal components of acceleration.

**Definitions and Theorems**

- For the position vector \( \mathbf{r}(t) = x(t)i + y(t)j \), the **unit tangent vector** is \( \mathbf{T}(t) = \frac{\mathbf{r}'(t)}{||\mathbf{r}'(t)||} \).

- The **unit normal vector** (or principle unit normal) is \( \mathbf{N}(t) = \frac{\mathbf{T}'(t)}{||\mathbf{T}'(t)||} \).

- The acceleration vector can be decomposed into its tangential and normal components:
  \[
  \mathbf{a}(t) = a_T \mathbf{T}(t) + a_N \mathbf{N}(t).
  \]

  - **tangential component**: \( a_T = \frac{d}{dt} \left( \frac{||\mathbf{v}||}{||\mathbf{v}||} \right) = \frac{\mathbf{v} \cdot \mathbf{a}}{||\mathbf{v}||} \)
  
  - **normal component**: \( a_N = \frac{||\mathbf{v}||}{||\mathbf{T}||} \cdot \mathbf{a} \cdot \mathbf{N} = \sqrt{||\mathbf{a}||^2 - a_T^2} \).

**Summary**

Acceleration is the rate of change of velocity and has two components: the rate of change in speed and the rate of change in direction. To analyze this phenomenon, we first present the unit tangent vector. This unit vector points in the direction of motion. The unit normal vector is orthogonal to the unit tangent vector and points in the direction the particle is turning. Then, we show how the acceleration vector can be decomposed into its tangential and normal components.

**Example 1: A Unit Tangent Vector**

Find the unit tangent vector if \( \mathbf{r}(t) = t \mathbf{i} + t^2 \mathbf{j} \).

**Solution**

The derivative is \( \mathbf{r}'(t) = \mathbf{i} + 2t \mathbf{j} \), and its magnitude is \( ||\mathbf{r}'(t)|| = \sqrt{1+4t^2} \). Hence, the unit tangent vector is

\[
\mathbf{T}(t) = \frac{\mathbf{r}'(t)}{||\mathbf{r}'(t)||} = \frac{1}{\sqrt{1+4t^2}} (\mathbf{i} + 2t \mathbf{j}).
\]
Example 2: A Unit Normal Vector

Find the unit normal vector if \( \mathbf{r}(t) = 3\cos t \mathbf{i} + 3\sin t \mathbf{j} \).

Solution

The derivative of the function is \( \mathbf{r}'(t) = -3\sin t \mathbf{i} + 3\cos t \mathbf{j} \), and its magnitude is

\[
\|\mathbf{r}'(t)\| = \sqrt{(-3\sin t)^2 + (3\cos t)^2} = 3.
\]

Hence, the unit tangent vector is

\[
\mathbf{T}(t) = \frac{\mathbf{r}'(t)}{\|\mathbf{r}'(t)\|} = \frac{-3\sin t \mathbf{i} + 3\cos t \mathbf{j}}{3} = -\sin t \mathbf{i} + \cos t \mathbf{j}.
\]

The derivative of the unit tangent vector is \( \mathbf{T}'(t) = -\cos t \mathbf{i} - \sin t \mathbf{j} \), and its magnitude is \( \|\mathbf{T}'(t)\| = 1 \). Finally, the unit normal vector is

\[
\mathbf{N}(t) = \frac{\mathbf{T}'(t)}{\|\mathbf{T}'(t)\|} = -\cos t \mathbf{i} - \sin t \mathbf{j}.
\]

Example 3: The Tangential and Normal Components of Acceleration

Find the tangential and normal components of acceleration for the curve given by \( \mathbf{r}(t) = t \mathbf{i} + \frac{1}{t} \mathbf{j} \) at the point \( t = 1 \).
Solution

We have \( \mathbf{r}(1) = \mathbf{i} + \mathbf{j}, \mathbf{r}'(t) = \mathbf{v}(t) = \mathbf{i} + \frac{-1}{t^2} \mathbf{j}, \mathbf{r}''(t) = \mathbf{i} - \mathbf{j} \) and \( \mathbf{r}''(t) = \mathbf{a}(t) = \frac{2}{t^3} \mathbf{j}. \mathbf{r}''(t) = 2\mathbf{j}. \)

The unit tangent vector is \( \mathbf{T}(t) = \frac{1}{\sqrt{t^4 + 1}} (t^2 \mathbf{i} - \mathbf{j}), \mathbf{T}(1) = \frac{1}{\sqrt{2}} (1 - \mathbf{j}). \)

The unit normal vector is \( \mathbf{N}(t) = \frac{1}{\sqrt{t^4 + 1}} (\mathbf{i} + t^2 \mathbf{j}), \mathbf{N}(1) = \frac{1}{\sqrt{2}} (\mathbf{i} + \mathbf{j}). \)

The tangential and normal components of acceleration are

\[
\begin{align*}
\mathbf{a}_T &= \mathbf{a} \cdot \mathbf{T} = 2\mathbf{j} \cdot \frac{1}{\sqrt{2}} (\mathbf{i} - \mathbf{j}) = -\frac{2}{\sqrt{2}} = -\sqrt{2}. \\
\mathbf{a}_N &= \mathbf{a} \cdot \mathbf{N} = 2\mathbf{j} \cdot \frac{1}{\sqrt{2}} (\mathbf{i} + \mathbf{j}) = \frac{2}{\sqrt{2}} = \sqrt{2}.
\end{align*}
\]

Study Tips

- The tangential component of acceleration, \( \mathbf{a}_T \), is equal to the rate of change of the speed. If the tangential component of acceleration is zero, then the speed is constant.
- When the normal component of acceleration is zero, then the motion is in a straight line.
- For an object traveling at constant speed, the velocity and acceleration vectors are orthogonal to each other.
- If the path of a particle is a straight line, then the unit normal does not exist. For example, if \( \mathbf{r}(t) = 3t \mathbf{i} + 4t \mathbf{j} \), then \( \mathbf{T}(t) = \frac{3}{5} \mathbf{i} + \frac{4}{5} \mathbf{j} \) and \( \mathbf{N}(t) \) does not exist.

Pitfalls

- There are two vectors orthogonal to the unit tangent vector. The unit normal vector is the one that points in the direction that the curve is bending.
- As in Example 3, finding the unit normal can be difficult. A graphing utility might make the derivative computations easier.
1. Find the unit tangent vector to the curve $r(t) = t^2i + 2tj$ at $t = 1$.

2. Find the unit tangent vector to the curve $r(t) = 4 \cos t i + 4 \sin t j$ at $t = \pi/4$.

3. Find the unit tangent vector to the curve $r(t) = 3i - \ln t j$ at $t = e$.

4. Find the unit normal vector to the curve $r(t) = i + \frac{1}{2}t^2 j$ at $t = 2$.

5. Find the unit normal vector to the curve $r(t) = \pi \cos i + \pi \sin t j$ at $t = \pi/6$.

6. Find the unit tangent vector to the curve $r(t) = 4i$. Does the unit normal exist? Describe the form of the path.

7. Find the tangential and normal components of acceleration for the plane curve $r(t) = t^2i + 2tj$ at $t = 1$.

8. Find the tangential and normal components of acceleration for the plane curve $r(t) = 2 \cos 3i + 4 \sin 3t j$ at $t = 0$.

9. Prove the formula: $a_t = \frac{v \cdot a}{||v||}$. 


Curvature and the Maximum Bend of a Curve
Lesson 36

Topics

• The definition of curvature.
• The curvature for a circle.
• Curvature and the tangential and normal components of acceleration.
• The maximum curvature of the exponential function.

Definitions and Theorems

• The curvature of the graph of the function \( \mathbf{r}(t) = x(t)\mathbf{i} + y(t)\mathbf{j} \) is
  \[ K = \frac{\left\| \mathbf{T}'(t) \right\|}{\left\| \mathbf{r}'(t) \right\|}. \]

• In rectangular coordinates, the curvature of \( y = f(x) \) is
  \[ K = \frac{|y''|}{\sqrt{1 + (y')^2}}. \]

• The tangential and normal components of acceleration can be described in terms of the curvature and
  arc length: \( \mathbf{a}(t) = \frac{d^2s}{dt^2} \mathbf{T} + K \left( \frac{ds}{dt} \right)^2 \mathbf{N}. \) Here, \( \frac{ds}{dt} \) is the rate of change of arc length, which is equivalent to the speed.

Summary

In our final lesson, we develop the concept of curvature: How much does a curve bend? How do you measure the curviness of a planar graph? After illustrating this concept with some examples, we show how curvature helps in decomposing the acceleration vector into its tangential and normal components. We then use the formula for curvature for functions of the form \( y = f(x) \) to calculate the curvature of the graph of the exponential function \( f(x) = e^x \) and determine the point of maximum curvature. We close with a brief discussion of future areas of study.

Example 1: The Curvature of a Circle

Find the curvature of the circle of radius \( r \) given by \( \mathbf{r}(t) = r \cos t \mathbf{i} + r \sin t \mathbf{j} \).

Solution

The unit tangent vector is \( \mathbf{T}(t) = -\sin t \mathbf{i} + \cos t \mathbf{j} \). The derivative is \( \mathbf{T}'(t) = -\cos t \mathbf{i} - \sin t \mathbf{j} \), and \( \left\| \mathbf{T}'(t) \right\| = 1. \)
Hence, the curvature is \( K = \frac{\|T'(t)\|}{\|r'(t)\|} = \frac{1}{r} \).

**Example 2: The Curvature of the Exponential Function**

Find the curvature of the exponential function \( y = e^x \).

**Solution**

The derivatives are all the same: \( y' = y'' = e^x \). The curvature is, therefore,

\[
K = \frac{|y''|}{\left[1 + (y')^2\right]^{3/2}} = \frac{|e^x|}{\left[1 + (e^x)^2\right]^{3/2}} = \frac{e^x}{\left[1 + e^{2x}\right]^{3/2}}.
\]

**Example 3: The Maximum Curvature of the Exponential Function**

Find the point on the graph of \( y = e^x \) where the curvature is a maximum.

**Solution**

We use our skills from basic calculus to maximize the curvature.

\[
\frac{dK}{dx} = \frac{\left(1 + e^{2x}\right)^{3/2} e^x - e^x \frac{3}{2} \left(1 + e^{2x}\right)^{3/2} \left(2 e^{2x}\right)}{\left[1 + e^{2x}\right]^{3/2}} = \frac{e^x \left(1 - 2e^{2x}\right)}{\left(1 + e^{2x}\right)^{3/2}}.
\]

Setting \( \frac{dK}{dx} = 0 \), we have \( 2e^{2x} = 1 \Rightarrow e^{2x} = \frac{1}{2} \). Using logarithms, we have

\[
2x = \ln \frac{1}{2} = -\ln 2 \Rightarrow x = -\frac{1}{2} \ln 2 \approx -0.3466. \text{ By the first derivative test, this value of } x \text{ is a maximum. At that point, the maximum curvature is } K\left(-\frac{1}{2} \ln 2\right) = \frac{2\sqrt{3}}{9} \approx 0.385.
\]
Study Tips

- Curvature is measured by the rate of change of the unit tangent vector with respect to the rate of change of the position function.
- The curvature of a circle is the reciprocal of its radius. Hence, small circles have large curvature, and large circles have small curvature.
- The curvature of a line is zero. For example, for an object falling from the sky, all acceleration is in the tangential direction (which does not depend on curvature). For example, if \( \mathbf{r}(t) = 4t \mathbf{i} - 2t \mathbf{j} \), then \( \mathbf{r}'(t) = 4 \mathbf{i} - 2 \mathbf{j} \) and \( \| \mathbf{r}'(t) \| = \sqrt{4^2 + (-2)^2} = \sqrt{20} = 2\sqrt{5} \). Thus, \( \mathbf{T}(t) = \frac{\mathbf{r}'(t)}{\| \mathbf{r}'(t) \|} = \frac{4 \mathbf{i} - 2 \mathbf{j}}{2\sqrt{5}} \) and \( \mathbf{T}'(t) = 0 \Rightarrow K = \frac{\| \mathbf{T}'(t) \|}{\| \mathbf{r}'(t) \|} = \frac{0}{2\sqrt{5}} = 0 \).
- If you are in a car turning a corner at constant speed, all of the acceleration is in the normal direction. The normal component of acceleration depends on both curvature and speed, and hence, you can be pushed against the car door by more speed or by more curvature.
- The curvature of the exponential function tends to zero as \( \chi \) tends to \( \infty \) or \( -\infty \).

Pitfalls

- The tangential component of acceleration is the rate of change of speed, which can be positive, negative, or zero.
- On the other hand, the normal component of acceleration depends on both the curvature and the speed.
Problems

1. Find the curvature of the plane curve \( \mathbf{r}(t) = t^2 \mathbf{i} + \mathbf{j} \) at \( t = 2 \).

2. Find the curvature of the plane curve \( \mathbf{r}(t) = \mathbf{i} + \frac{1}{t} \mathbf{j} \) at \( t = 1 \).

3. Find the curvature of the plane curve \( \mathbf{r}(t) = \mathbf{i} + \sin t \mathbf{j} \) at \( t = \frac{\pi}{2} \).

4. Find the curvature of the plane curve \( \mathbf{r}(t) = -5\mathbf{i} + 2\mathbf{j} \). What is this curve?

5. Find the curvature of the plane curve \( f(x) = 2x^2 + 3 \) at the point \( x = -1 \).

6. Find the curvature of the plane curve \( f(x) = \cos 2x \) at the point \( x = 2\pi \).

7. Verify that the maximum curvature of the exponential function is \( \frac{2\sqrt{3}}{9} \).

8. Find the maximum and minimum curvature for the ellipse \( \frac{x^2}{9} + \frac{y^2}{25} = 1 \).

9. Find all points on the graph of \( y = 1 - x^3 \) where the curvature is 0.
Lesson 1

1. Rewrite the equation as $y = \frac{2}{3}x - 3$. The slope is $\frac{2}{3}$, and the y-intercept is the point $(0, -3)$.

2. The slope is $-\frac{3}{2}$. Hence, $y - 1 = -\frac{3}{2}(x - 2)$ or $y = -\frac{3}{2}x + 4$.

3. The graph of $g$ is a vertical shift upward of 3 units and a horizontal shift to the right of 2 units.

4. We verify that the two compositions are the identity: $f(g(x)) = f\left(\frac{x - 1}{5}\right) = 5\left(\frac{x - 1}{5}\right) + 1 = (x - 1) + 1 = x$.
   
   $g(f(x)) = g(5x + 1) = \frac{(5x + 1) - 1}{5} = \frac{5x}{5} = x$.

5. $y = \sqrt{x - 2} \Rightarrow y^2 = x - 2 \Rightarrow x = y^2 + 2$. We now reverse the roles of $x$ and $y$ to obtain the inverse function $f^{-1}(x) = x^2 + 2, x \geq 0$.

6. The horizontal asymptote is $y = 2$, and the vertical asymptotes are $x = 1$ and $x = -1$.

7. One way is to restrict the domain to the closed interval $[0, \pi]$.

8. Using the formula $\sin(u + v) = \sin u \cos v + \sin v \cos u$, let $u = v$ to obtain
   \[\sin 2u = \sin(u + u) = \sin u \cos u + \sin u \cos u = 2 \sin u \cos u.\]

9. Using the formula $\cos(u + v) = \cos u \cos v - \sin u \sin v$, let $u = v$ to obtain
   \[\cos 2u = \cos(u + u) = \cos u \cos u - \sin u \sin u = (1 - \sin^2 u) - \sin^2 u = 1 - 2 \sin^2 u.\]

10. The limit is $\frac{1}{2}$:
   \[
   \lim_{x \to 0} \frac{1 - \cos x}{x^2} = \lim_{x \to 0} \frac{1 - \cos x}{x^2} = \lim_{x \to 0} \frac{1 + \cos x}{1 + \cos x} = \lim_{x \to 0} \frac{1 - \cos^2 x}{x^2(1 + \cos x)} = \lim_{x \to 0} \frac{\sin^2 x}{x^2(1 + \cos x)} = \lim_{x \to 0} \left(\frac{\sin x}{x}\right)^2 \lim_{x \to 0} \frac{1}{1 + \cos x} = \left(\frac{1}{2}\right) = \frac{1}{2}.
   \]
Lesson 2

1. We first rewrite the function and then calculate the derivative.
   \[ g(x) = 2x^4 - x^{3/2} + 3x^3 + 17 \Rightarrow g'(x) = 8x^3 + \frac{1}{2}x^{3/2} - 9x^4 = 8x^3 + \frac{1}{2}x^{3/2} - \frac{9}{x^4}. \]

2. \[ y = \sqrt{\cos x} = (\cos x)^{1/2} \Rightarrow y' = \frac{1}{2}(\cos x)^{-1/2}(-\sin x) \]
   At \( x = 0, y' = 0. \) The equation of the tangent line is \( y - 1 = 0(x - 0), \) or \( y = 1. \)

3. \[ y' = e^{3x} \frac{1}{4x} (4 + 3e^{2x}) \ln 4x = e^{3x} \left( 3 \ln 4x + \frac{1}{x} \right). \]

4. We use the quotient rule.
   \[ f'(x) = \frac{\cos 3x (2 \cos 2x) - \sin 2x (-3 \sin 3x)}{\cos^2 3x} = \frac{2 \cos 2x \cos 3x + \sin 2x \sin 3x}{\cos^2 3x}. \]
   Hence, we have \( f'(x) = \frac{2(1)(-1) + 0}{1} = -2. \)

5. \( x = \tan y \Rightarrow 1 = \sec^2 y \left( \frac{dy}{dx} \right) \Rightarrow \frac{dy}{dx} = \frac{1}{\sec^2 y} \).
   Next, replace \( \sec^2 y \) with \( \tan^2 y + 1 = x^2 + 1 \) to obtain \( \frac{dy}{dx} = \frac{1}{1 + x^2} \). This is the derivative of the arctangent function.

6. Using the quotient rule, \( f''(x) = \frac{x^2 + 2x - 3}{(x + 1)^3} = \frac{(x-1)(x+3)}{(x+1)^3} \).
   Analyzing the sign of the derivative in the three intervals determined by the critical numbers \( x = -3, 1 \) and the vertical asymptote \( x = -1 \), you see that \( f \) is increasing on the intervals \( (-\infty, -3) \) and \( (1, \infty) \) and decreasing on \( (-3, -1) \) and \( (-1, 1) \).

7. \[ g'(x) = \frac{2}{3}(x + 2)^{3/2} = \frac{2}{3(x + 2)^{1/2}}. \]
   The only critical number is \( x = -2. \) The graph is increasing on \( (-2, \infty) \) and decreasing on \( (-\infty, -2) \).
   The first and second derivatives can be calculated using the quotient rule.

8. \[ f''(x) = \frac{16x}{(x-2)^2(x+2)^3}, f'''(x) = \frac{-16(3x^2 + 4)}{(x-2)^3(x+2)^4}. \]
   Analyzing the sign of the second derivative and the intervals determined by \( x = \pm 2, \) you see that the graph is concave upward on \( (-2, 2) \) and concave downward on \( (-\infty, -2) \) and \( (2, \infty) \).
9. \( f'(x) = -\sin x + \cos x = 0 \Rightarrow \sin x = \cos x \Rightarrow \tan x = 1 \). The critical numbers are \( x = \frac{\pi}{4} + n\pi \). By the first derivative test, the function has relative maxima of \( \sqrt{2} \) at \( x = \frac{\pi}{4} + 2n\pi \) and relative minima of \(-\sqrt{2}\) at \( x = \frac{\pi}{4} + (2n-1)\pi \), where \( n \) is an integer.

10. We find the antiderivative: \( f(x) = \frac{x^2}{7} + \tan x + \ln x + \frac{1}{2}e^{2x} + C \).

Lesson 3

1. \( \int (\sqrt{x} + e^{-x}) \, dx = \int \left( x^{\frac{1}{2}} + e^{-x} \right) \, dx = \frac{2}{3}x^{\frac{3}{2}} - e^{-x} + C \).

2. \( A = \int 2x \, dx \).

3. \( \int \left( t^{\frac{1}{2}} - t^{\frac{5}{2}} \right) \, dt = \left[ \frac{3}{4}t^{\frac{3}{2}} - \frac{3}{5}t^{\frac{7}{2}} \right]_{-1}^{0} = \left[ 0 - \left( \frac{3}{4} + \frac{3}{5} \right) \right] - \left[ 0 - \left( \frac{3}{4} + \frac{3}{5} \right) \right] = \frac{-27}{20} \).

4. \( \int \cos \left( \frac{2x}{3} \right) \, dx = \frac{3}{2} \cos \left( \frac{2x}{3} \right) \frac{2}{3} \, dx = \frac{3}{2} \left[ \sin \left( \frac{2x}{3} \right) \right]_{0}^{\frac{\pi}{2}} = \frac{3}{2} \left[ \frac{\sqrt{3}}{2} \right] = \frac{3\sqrt{3}}{4} \).

5. \( \int \frac{1}{2x + 3} \, dx = \frac{1}{2} \int \frac{1}{2x + 3} \, 2dx = \frac{1}{2} \left[ \ln (2x + 3) \right]_{1}^{2} = \frac{1}{2} \left( \ln 5 - \ln 1 \right) = \frac{1}{2} \ln 5 \).

6. \( A = \int (e^{-2x} + 2) \, dx = \left[-\frac{1}{2}e^{-2x} + 2x \right]_{0}^{\frac{\pi}{2}} = -\frac{1}{2}e^{-4} + 4 + \frac{1}{2} = \frac{9}{2} - \frac{1}{2}e^{-4} \).

7. \( y = \int \frac{\ln x}{x} \, dx = \frac{(\ln x)^2}{2} + C \).

The initial condition says that \( y(1) = -2 = 0 + C \), which implies that \( C = -2 \). The solution is \( y = \frac{1}{2} (\ln x)^2 - 2 \).

8. We need to integrate twice and apply the initial conditions.

\( f'(x) = -\cos x + \frac{1}{2}e^{2x} + C \); \( f''(0) = \frac{1}{2} \Rightarrow f'(x) = -\cos x + \frac{1}{2}e^{2x} + C \).

\( f(x) = -\sin x + \frac{1}{4}e^{2x} + C; f(0) = \frac{1}{4} \Rightarrow f(x) = -\sin x + \frac{1}{4}e^{2x} + C \).

9. Note that \( \sin x^2 \) does not have an elementary antiderivative. From the second fundamental theorem of calculus, \( F'(x) = \sin x^2 \).

10. \( u = x + 6, du = dx, x = u - 6 \cdot \int x\sqrt{x+6} \, dx = \int (u - 6)\sqrt{u} \, du = \int \left( u^{\frac{3}{2}} - 6u^{\frac{1}{2}} \right) \, du = \frac{2}{5}u^{\frac{5}{2}} - 4u^{\frac{3}{2}} + C \). Next, convert back to the original variable \( \int x\sqrt{x+6} \, dx = \frac{2}{5}(x + 6)^{\frac{5}{2}} - 4(x + 6)^{\frac{3}{2}} + C \).
Lesson 4

1. \( y = Ce^{4x} \Rightarrow y' = 4Ce^{4x} \). Hence, \( y' = 4Ce^{4x} = 4(Ce^{4x}) = 4y \).

2. \( y^2 - 2 \ln y = x^2 \Rightarrow 2yy' - \frac{2}{y} y' = 2x \). Hence, \( (y - \frac{1}{y}) y' = x \), which implies that \( y' = \frac{x}{y - \frac{1}{y}} = \frac{xy}{y^2 - 1} \).

3. \( y' = e^{-4x}(\sin x) = y \sin x \). Finally, we verify the initial condition \( y(\pi/2) = e^{-\cos(\pi/2)} = e^0 = 1 \).

4. \( y' = 3C_1 \cos 3x - 3C_2 \sin 3x \) and \( y'' = -9C_1 \sin 3x - 9C_2 \cos 3x \). Thus, we have \( y'' + 9y = (-9C_1 \sin 3x - 9C_2 \cos 3x) + 9(C_1 \sin 3x + C_2 \cos 3x) = 0 \). We then apply the initial conditions:

\[
2 = y(\pi/6) = C_1 \sin \frac{\pi}{2} + C_2 \cos \frac{\pi}{2} \Rightarrow C_1 = 2 \quad \text{and} \quad 1 = y'(\pi/6) = 3C_1 \cos \frac{\pi}{2} - 3C_2 \sin \frac{\pi}{2} = -3C_2 \Rightarrow C_2 = -\frac{1}{3}.
\]

The particular solution is \( y = 2 \sin 3x - \frac{1}{3} \cos 3x \).

5. \( y = \int xe^x \, dx = \frac{1}{2} \int e^x \, (2x) \, dx = \frac{1}{2} e^x + C \).

6. \( y \frac{dy}{dx} = 5x \Rightarrow y \, dy = 5x \, dx \Rightarrow \int y \, dy = \int 5x \, dx \). Hence, the solution is \( \frac{y^2}{2} + C_1 \Rightarrow y^2 - 5x^2 = C \).

7. \( \frac{dy}{dx} = x(1 + y) \Rightarrow \frac{dy}{1+y} = x \, dx \Rightarrow \int \frac{dy}{1+y} = \int x \, dx \). Hence, the solution is

\[
\ln |1 + y| = \frac{x^2}{2} + C_1 \Rightarrow 1 + y = e^{\left(\frac{x^2}{2}\right)C_1} = Ce^{\frac{x^2}{2}} \Rightarrow y = Ce^{\frac{x^2}{2}} - 1.
\]

8. \( \frac{dy}{dx} = \frac{y}{2x} \Rightarrow \frac{2dy}{y} = \frac{dx}{x} \Rightarrow \int \frac{2dy}{y} = \int \frac{dx}{x} \). Hence, the solution is

\[
2 \ln |y| = \ln |x| + C_1 = \ln |x| + \ln C \Rightarrow \ln y^2 = \ln |Cx| \Rightarrow y^2 = Cx.
\]

The initial condition \((9,1)\) implies \(1 = 9C\), \( C = \frac{1}{9} \). The particular solution is \( y^2 = \frac{1}{9} x \), or \( 9y^2 - x = 0 \).

9. We have \( y_1 = y_0 + hF(x_0, y_0) = 2 + (0.1)(0 + 2) = 2.2 \) and \( y_2 = y_1 + hF(x_1, y_1) = 2.2 + (0.1)(0.1 + 2.2) = 2.43 \), the approximation of \( y(0.2) \).

10. Because the initial quantity is 20 grams, \( y = 20e^{kt} \). Because the half-life is 1599 years,

\[
10 = 20e^{\frac{k}{2}} \Rightarrow e^{1599k} = 10^{\frac{1}{2}} \Rightarrow k = \frac{1}{1599} \ln 2. \text{ Therefore, we have } y = 20e^{\left[1599\frac{t}{2}\right]} \text{, and at time } t = 1000, y = 20e^{\left[-\ln 2/1599\right]} \approx 12.96 \text{ grams.}
\]
Lesson 5

1. \[ \frac{dy}{y} = \sqrt{x} \, dx \Rightarrow \int \frac{dy}{y} = \int \sqrt{x} \, dx. \] So, we have \[ \ln|y| = \frac{2}{3} x^{3/2} + C_i \Rightarrow y = e^{\left(\frac{2}{3}\right) x^{3/2} + C_i} = Ce^{\left(\frac{2}{3}\right) x^{3/2}}. \]

2. \[ y \ln x = \ln x \cdot \frac{dy}{y} \Rightarrow \int \frac{dy}{y} = \int \ln x \cdot \frac{dx}{x}. \] Hence, we have
\[ \frac{1}{2} (\ln|x|)^2 + C_i = \ln|y| \Rightarrow y = e^{\frac{1}{2} (\ln|x|)^2 + C_i} = Ce^{(\ln|x|)^2/2}. \] Note that \( x > 0. \)

3. \[ \int \frac{du}{u} = \int v \sin v^2 \, dv \Rightarrow \ln|u| = -\frac{1}{2} \cos v^2 + C_i \Rightarrow u = Ce^{-\left(\cos v^2\right)/2}. \] The initial condition gives
\[ u(0) = 1 = Ce^{1/2} \Rightarrow C = e^{1/2}. \] The particular solution is, therefore,
\[ u = e^{1/2} e^{-\left(\cos v^2\right)/2} = e^{(1 - \cos v^2)/2}. \]

4. The given family of exponential functions is \( y = Ce^x \Rightarrow y' = Ce^x = y. \) The orthogonal trajectories satisfy
\[ y' = -\frac{1}{y} \Rightarrow \frac{dy}{dx} = -\frac{1}{y} \Rightarrow \int y \, dy = -\int dx \Rightarrow \frac{y^2}{2} = -x + K_i. \] Hence, the orthogonal trajectories are the family of parabolas \( y^2 = -2x + K. \)

5. The given family of parabolas is \( x^2 = Cy \Rightarrow 2x = Cy', \) and we can solve for \( y', \)
\[ \text{as follows: } y' = \frac{2x}{C} = \frac{2x}{x^2/y} = \frac{2y}{x}. \] The orthogonal trajectories satisfy the equation
\[ \frac{dy}{dx} = -\frac{x}{2y} \Rightarrow 2\int y \, dy = -\int dx \Rightarrow y^2 = -\frac{x^2}{2} + K_i. \] Hence, the orthogonal trajectories are the family of ellipses \( x^2 + 2y^2 = K. \)

6. \[ y = \frac{L}{1 + be^{-it}} = L \left(1 + be^{-it}\right)^{-1} \Rightarrow y' = -L \left(1 + be^{-it}\right)^{-2} \left(-kbe^{-it}\right). \] This can be rearranged as follows:
\[ y' = -L \left(1 + be^{-it}\right)^{-2} \left(-kbe^{-it}\right) \]
\[ = k \left[ \frac{L}{1 + be^{-it}} \right] \left[ \frac{1}{1 + be^{-it}} \right] \left( be^{-it} \right) \]
\[ = ky \left[ \frac{1 + be^{-it} - 1}{1 + be^{-it}} \right] \]
\[ = ky \left[ \frac{1 - 1}{1 + be^{-it}} \right] \]
\[ = ky \left[ \frac{L}{L(1 + be^{-it})} \right] = ky \left(1 - \frac{y}{L}\right). \]
7. For this equation, \( k = 1 \) and \( L = 36 \). Therefore, the solution is \( y = \frac{L}{1 + be^{-kt}} = \frac{36}{1 + be^{-t}} \). We determine \( b \) by using the initial condition:
\[
4 = \frac{36}{1 + b} \implies b = 8. \text{ Hence, the solution is } y = \frac{36}{1 + 8e^{-t}}.
\]

8. We can rewrite the equation as \( \frac{dy}{dt} = 4 \left( 1 - \frac{y}{120} \right) \). For this equation, \( k = \frac{4}{5} = 0.8 \) and \( L = 120 \). Therefore, the solution is \( y = \frac{L}{1 + be^{-kt}} = \frac{120}{1 + be^{-0.8t}} \).

We determine \( b \) by using the initial condition:
\[
8 = \frac{120}{1 + b} \implies b = 14. \text{ Hence, the solution is } y = \frac{120}{1 + 14e^{-0.8t}}.
\]

9. The model is \( y = \frac{L}{1 + be^{-kt}} \), \( L = 20 \), \( y(0) = 1 \), \( y(2) = 4 \). Hence, \( y = \frac{20}{1 + be^{-kt}} \).

\[
y(0) = 1 \implies 1 = \frac{20}{1 + b} \implies b = 19. \text{ } y(2) = 4 \implies 4 = \frac{20}{1 + 19e^{-2k}}. \text{ Solving for } k,
\]
\[
1 + 19e^{-2k} = 5 \implies e^{-2k} = \frac{4}{19} \implies -2k = \ln \left( \frac{4}{19} \right) \implies k = \frac{\ln(\frac{4}{19})}{2} \approx 0.7791. \text{ The logistic model is }
\]
\[
y = \frac{20}{1 + 19e^{-0.7791t}}. \text{ At } t = 5, y \approx 14.43 \text{ grams.}
\]

10. \( \frac{dy}{dx} = k(y - 4) \).

Lesson 6

1. This equation is linear because it can be written as \( y' + \frac{1}{x^2}y = \frac{1}{x}(e^x + 1) \).

2. This equation is not linear because of the \( y^2 \) term.

3. \( y = \frac{1}{2}e^x + Ce^{-x} \) \( \implies y' + y = \left( \frac{1}{2}e^x - Ce^{-x} \right) + \left( \frac{1}{2}e^x + Ce^{-x} \right) = e^x \).

4. The differential equation can be rewritten as \( \frac{dy}{dx} + \frac{1}{x}y = 6x - 2 \). Hence, the integrating factor is \( u(x) = e^{\int \frac{1}{x} \, dx} = e^{\ln x} = x \).

5. The integrating factor is \( u(x) = e^{\int 2x \, dx} = e^{x^2} \).
6. The integrating factor is \( u(x) = e^{\int (1) \, dx} = e^{-x} \). Multiplying by the integrating factor gives \( e^{-x} y' - e^{-x} y = 16e^{-x} \Rightarrow \left( ye^{-x}\right)' = 16e^{-x} \). Integrating both sides, we have \( ye^{-x} = \int 16e^{-x} \, dx = -16e^{-x} + C \Rightarrow y = -16 + Ce^x \).

7. First, rewrite the equation as \( y' - (\sin x) y = -\sin x \). The integrating factor is \( u(x) = e^{\int (-\sin x) \, dx} = e^{\cos x} \).

Multiplying by the integrating factor gives \( e^{\cos x} y' - e^{\cos x} (\sin x) y = (-\sin x) e^{\cos x} \Rightarrow \left( ye^{\cos x}\right)' = (-\sin x) e^{\cos x} \).

Integrating both sides, we have \( ye^{\cos x} = \int (-\sin x) e^{\cos x} \, dx = e^{\cos x} + C \Rightarrow y = 1 + Ce^{-\cos x} \).

8. The integrating factor is \( u(x) = e^{\int \tan x \, dx} = e^{\ln |\sec x|} = \sec x \). Multiplying by the integrating factor gives \( (\sec x) y' + \sec x (\tan x) y = \sec x (\sec x + \cos x) \Rightarrow \left( y \sec x \right)' = \sec^2 x + 1 \). Integrating both sides, we have \( y \sec x = \int (\sec^2 x + 1) \, dx = \tan x + x + C \Rightarrow y = \sin x + x \cos x + C \cos x \).

Because \( y(0) = 1 \), \( C = 1 \) and \( y = \sin x + x \cos x + \cos x \).

9. The equation is linear, but we can also solve it by separating variables. Let \( b = k/m \) and write as \( \frac{dv}{dt} = g - bv \Rightarrow \frac{dv}{g - bv} = dt \). Integrating both sides, we have \( \int \frac{dv}{g - bv} = \int dt \Rightarrow -\frac{1}{b} \ln |g - bv| = t + C \). Next, solve for \( v \) as follows: \( \ln |g - bv| = -bt - bC \Rightarrow g - bv = e^{-bt - bC} = Ce^{-bt} \). Because the object is dropped, \( v = 0 \) when \( t = 0 \). So, \( g = C \), and hence, we have the following.

\[ -bv = -g + ge^{-bt} \Rightarrow v = \frac{g - ge^{-bt}}{b} = \frac{mg}{k} (1 - e^{-bt/m}) \).

10. Although the equation is separable, we will solve it as a linear equation. Rewriting, we have

\[ \frac{dw}{dt} + 0.005w = \frac{C}{3500} \]. The integrating factor is \( u(t) = e^{\int 0.005 \, dt} = e^{0.005t} \). Multiplying by the integrating factor gives \( e^{0.005t} w' + e^{0.005t} (0.005)w = e^{0.005t} \frac{C}{3500} \Rightarrow \left( we^{0.005t}\right)' = e^{0.005t} \frac{C}{3500} \). Integrating both sides, we have

\[ we^{0.005t} = \int e^{0.005t} \frac{C}{3500} \, dt = \frac{C}{17.5} e^{0.005t} + K \Rightarrow w = \frac{C}{17.5} + Ke^{-0.005t} \]. When \( t = 0 \), \( w(0) = w_0 \), and we have the final solution:

\[ w = \frac{C}{17.5} + \left( w_0 - \frac{C}{17.5} \right) e^{-0.005t} = \frac{C}{17.5} + \left( w_0 - \frac{C}{17.5} \right) e^{-t/200} \].
Lesson 7

1. The points of intersection are given by $x^2 + 2x = x + 2$. Solving this equation, we have $x^2 + x - 2 = 0 \Rightarrow (x + 2)(x - 1) = 0 \Rightarrow x = -2, 1$. The area is

$$A = \int_{-2}^{1} \left[ (x + 2) - (x^2 + 2x) \right] dx = \left[ -\frac{x^3}{3} - \frac{x^2}{2} + 2x \right]_{-2}^{1} = \left( -\frac{1}{3} - \frac{1}{2} + 2 \right) - \left( \frac{8}{3} - 2 - 4 \right) = \frac{9}{2}.$$

2. The points of intersection are given by $2y - y^2 = -y$. Solving this equation, we have $y(y - 3) = 0 \Rightarrow y = 0, 3$. The area is

$$A = \int_{0}^{3} \left[ (2y - y^2) - (-y) \right] dy = \left[ \frac{3y^2}{2} - \frac{y^3}{3} \right]_{0}^{3} = \frac{27}{2} - \frac{27}{3} = \frac{9}{2}.$$

3. $A = \int_{0}^{\pi} (\cos 2x - \sin x) dx = \left[ \frac{1}{2} \sin 2x + \cos x \right]_{0}^{\pi/2} = \left( \frac{\sqrt{3}}{4} + \frac{\sqrt{3}}{2} \right) - 0 = \frac{3\sqrt{3}}{4}$.

4. The area under the curve is $A = \int_{-3}^{3} (9 - x^2) dx = 36$. The line $y = b$ intersects the parabola at $\left( -\sqrt{9-b}, b \right)$ and $\left( \sqrt{9-b}, b \right)$. So, we need to find $b$ such that

$$\int_{-\sqrt{9-b}}^{\sqrt{9-b}} \left[ (9 - x^2) - b \right] dx = 2\int_{0}^{\sqrt{9-b}} \left[ (9 - x^2) - b \right] dx = 18.$$ Evaluating this integral, we have

$$\left[ 9x - \frac{x^3}{3} - bx \right]_{0}^{\sqrt{9-b}} = \left[ (9-b)x - \frac{x^3}{3} \right]_{0}^{\sqrt{9-b}} = (9-b)\sqrt{9-b} - \frac{9-b}{3} = \frac{2}{3} (9-b)\sqrt{9-b} = 9,$$ which implies that

$$(9-b)\sqrt{9-b} = \frac{27}{2} \Rightarrow 9 - b = \frac{9}{\sqrt{4}} \Rightarrow b = 9 - \frac{9}{\sqrt{4}} \approx 3.330.$$

5. In the first quadrant, $y = b\sqrt{1 - \frac{x^2}{a^2}}$, so the area bounded by the ellipse is

$$A = 4\int_{0}^{a} b\sqrt{1 - \frac{x^2}{a^2}} dx = \frac{4b}{a} \int_{0}^{a} \sqrt{a^2 - x^2} dx.$$ This integral represents the area of $\frac{\sqrt{a}}{4}$ of a circle. Hence,

$$A = \frac{4b}{a} \left( \frac{\pi a^2}{4} \right) = \pi ab.$$
6. The curves intersect at the points \((0,0)\) and \((2,4)\). The volume is
\[
V = \pi \int_0^2 \left[ (4x - x^3)^2 - x^4 \right] dx = \pi \int_0^2 (16x^2 - 8x^4) dx = \pi \left[ \frac{16}{3} x^3 - 2x^4 \right]_0^2 = \frac{32\pi}{3}.
\]

7. The curves intersect at the points \((0,0)\) and \((2,4)\). The volume is
\[
V = \pi \int_0^2 \left[ (6 - x^2)^2 - (6 - 4x + x^2)^2 \right] dx = 8\pi \int_0^2 (x^3 - 5x^2 + 6x) dx = \frac{64\pi}{3}.
\]

8. We revolve around the \(x\)-axis the triangle in the first quadrant formed by the line \(y = \frac{x}{h}, 0 \leq x \leq h\).

The volume is
\[
V = \pi \int_0^h \left( \frac{r}{h} x \right)^2 dx = \pi \left[ \frac{r^2 x^3}{h^3} \right]_0^h = \frac{1}{3} \pi r^2 h.
\]

9. The curves intersect at the points \((0,0)\) and \((2,4)\). The volume is, therefore,
\[
V = 2\pi \int_0^2 (4-x)(4x - 2x^2) dx = 4\pi \int_0^2 (x^3 - 6x^2 + 8x) dx = 4\pi \left[ \frac{x^4}{4} - 2x^3 + 4x^2 \right]_0^2 = 16\pi.
\]

10. We use the disk method. The curve in the first quadrant has the equation \(f(y) = \sqrt{r^2 - y^2}\), and we integrate from \(y = r - h\) to \(y = r\). The volume is
\[
V = \pi \int_{r-h}^r (r^2 - y^2) dy = \pi \left[ r^2 y - \frac{y^3}{3} \right]_{r-h}^r = \pi \left[ \left( r^3 - \frac{r^3}{3} \right) - \left( (r-h)^3 - \frac{(r-h)^3}{3} \right) \right].
\]

This simplifies to \(\frac{1}{3} \pi h^2 (3r-h)\).

11. We use the disk method. The curve to the right of the \(y\)-axis has the equation \(f(y) = \frac{5}{3} \sqrt{9-y^2}, -3 \leq y \leq 3\).

\[
V = \pi \int_{-3}^3 \left[ \frac{5}{3} \sqrt{9-y^2} \right]^2 dy = \frac{25\pi}{9} (2) \int_0^3 \left( 9 - y^2 \right) dy = \frac{50\pi}{9} \left[ 9y - \frac{y^3}{3} \right]_0^3 = 100\pi.
\]
Lesson 8

1. \( \frac{dy}{dx} = \frac{x^2}{2} - \frac{1}{2x^2} = \frac{1}{2} \left( x^2 - \frac{1}{x^2} \right) \). The arc length is given by

\[
\begin{align*}
\frac{y}{dx} & = \sqrt{1 + \left( \frac{dy}{dx} \right)^2} \, dx = \int_0^1 \sqrt{1 + \left[ \frac{1}{2} \left( x^2 - \frac{1}{x^2} \right) \right]^2} \, dx = \int_0^1 \sqrt{\frac{1}{4} \left( x^4 + 2 + \frac{1}{x^2} \right)} \, dx \\
& = \int_0^1 \sqrt{\frac{1}{2} \left( x^2 + \frac{1}{x^2} \right) dx = \frac{1}{2} \left[ \frac{x^3}{3} - \frac{1}{x^3} \right]_0^1 = \frac{1}{2} \left( \frac{8}{3} \frac{1}{2} - \frac{1}{24} - 2 \right) = \frac{33}{16}.
\end{align*}
\]

2. \( \frac{dy}{dx} = -\frac{\sin x}{\cos x} = -\tan x \). The arc length is given by

\[
\begin{align*}
\frac{y}{dx} & = \sqrt{1 + \left( \frac{dy}{dx} \right)^2} \, dx = \int_0^\pi \sqrt{1 + \tan^2 x} \, dx = \int_0^\pi \sqrt{\sec^2 x} \, dx \\
& = \int_0^\pi \sec x \, dx = \ln \left[ \sec x + \tan x \right]_0^\pi = \ln \left( \sqrt{2} + 1 \right) - \ln 1 = \ln \left( \sqrt{2} + 1 \right) \approx 0.881.
\end{align*}
\]

3. \( \frac{dy}{dx} = \frac{1}{x} \). Hence, \( s = \int_0^\pi \sqrt{1 + \left( \frac{dy}{dx} \right)^2} \, dx = \int_0^\pi \sqrt{1 + \frac{1}{x^2}} \, dx \approx 4.367. \)

4. Because \( y' = \frac{1}{\sqrt[3]{x}} \), we have

\[
\begin{align*}
S & = 2\pi \int_0^\pi 2\sqrt{x} \sqrt{1 + \frac{1}{x}} \, dx = 4\pi \int_0^\pi \sqrt{x + 1} \, dx = \left[ \frac{8}{3} \pi (x + 1)^{3/2} \right]^\pi_0 = \frac{8\pi}{3} \left( 10^{3/2} - 5^{3/2} \right) \approx 171.26.
\end{align*}
\]

5. Because \( y' = \frac{1}{\sqrt{x}} \), we have

\[
S = 2\pi \int_0^\pi \ln x \sqrt{1 + \frac{1}{x^2}} \, dx \approx 7.055.
\]

6. Because \( y' = -2x \), we have

\[
S = 2\pi \int_0^\pi x \sqrt{1 + 4x^2} \, dx = \frac{\pi}{4} \int_0^\pi \sqrt{1 + 4x^2} \left( 8x \right) \, dx = \frac{\pi}{6} \left[ (1 + 4x^2)^{3/2} \right]^\pi_0 = \frac{\pi}{6} \left( 37^{3/2} - 1 \right) \approx 117.32.
\]

7. \( W = Fd = (100)(20) = 2000 \) ft-lb.
8. \( F(x) = kx \Rightarrow F(3) = 750 = k(3) \Rightarrow k = 250 \). So, the work done is
\[
W = \int_{a}^{b} F(x) \, dx = \int_{3}^{6} 250x \, dx = \left[ 125x^2 \right]_{3}^{6} = 4500 - 1125 = 3375 \text{ in-lb}.
\]

9. \( F(x) = kx \Rightarrow 250 = k(30) \Rightarrow k = \frac{25}{3} \). So, the work done is
\[
W = \int_{20}^{30} \frac{25}{3}x \, dx = \left[ \frac{25x^2}{6} \right]_{20}^{30} = \frac{31250}{3} - \frac{5000}{3} = 8750 \text{ n-cm}.
\]

10. The weight on the surface of the moon is \( \frac{1}{6} (12) = 2 \) tons. The weight varies inversely as the square of the distance from the center of the moon. Hence,
\[
F(x) = \frac{k}{x^2} \Rightarrow 2 = \frac{k}{(1100)^2} \Rightarrow k = 2.42 \times 10^6.
\]
\[
W = \int_{100}^{1150} \frac{2.42 \times 10^6}{x^2} \, dx = \left[ \frac{-2.42 \times 10^6}{x} \right]_{100}^{1150} = 2.42 \times 10^6 \left( \frac{1}{1100} - \frac{1}{1150} \right) \approx 95.652 \text{ mi-ton}.
\]

Lesson 9

1. In order to balance, you must have \( 15(3) = 20(x) \Rightarrow x = 2.25 \) feet from the fulcrum.

2. \[
\bar{x} = \frac{7(-5) + 3(0) + 5(3)}{7 + 5} = \frac{-20}{15} = \frac{-4}{3}.
\]

3. \[
\bar{x} = \frac{5(2) + 1(-3) + 3(1)}{5 + 1 + 3} = \frac{10}{9} \text{ and } \bar{y} = \frac{5(2) + 1(1) + 3(-4)}{5 + 1 + 3} = \frac{-1}{9}. \text{ The center of mass is } (\bar{x}, \bar{y}) = \left( \frac{10}{9}, \frac{-1}{9} \right).
\]

4. The mass is \( m = \int_{x}^{-x} (-x + 3) \, dx = \left[ -\frac{x^2}{2} + 3x \right]_{0}^{9} = -\frac{9}{2} + 9 = \frac{9}{2} \).
\[
M_x = \int_{0}^{3} \frac{1}{2} (-x + 3)^2 \, dx = \frac{1}{2} \int_{0}^{9} (x^2 - 6x + 9) \, dx = \frac{1}{2} \left[ \frac{x^3}{3} - 3x^2 + 9x \right]_{0}^{9} = \frac{9}{2}.
\]
\[
M_y = \int_{0}^{3} x (-x + 3) \, dx = \left[ -\frac{x^3}{3} + \frac{3x^2}{2} \right]_{0}^{9} = \frac{9}{2}.
\]

Hence, \( \bar{x} = \frac{M_y}{m} = \frac{9/2}{9/2} = 1, \bar{y} = \frac{M_x}{m} = \frac{9/2}{9/2} = 1 \) and \( (\bar{x}, \bar{y}) = (1, 1) \).
5. The mass is \( m = \int_0^4 x \sqrt{x} \, dx = \left[ \frac{2x^{3/2}}{3} \right]_0^4 = \frac{16}{3} \).

\[
M_x = \int_0^4 \frac{x}{\sqrt{x}} \, dx = \left[ \frac{x^{3/2}}{4} \right]_0^4 = 4.
\]

\[
M_y = \int_0^4 x \, dx = \left[ \frac{x^2}{2} \right]_0^4 = 64.
\]

Hence, \( \bar{x} = \frac{M_y}{m} = \frac{64}{5} \left( \frac{3}{16} \right) = \frac{12}{5} \), \( \bar{y} = \frac{M_x}{m} = 4 \left( \frac{3}{16} \right) = \frac{3}{4} \) and \( (\bar{x}, \bar{y}) = \left( \frac{12}{5}, \frac{3}{4} \right) \).

6. The mass is \( m = \int_0^4 (2y - y^2) \, dy = \left[ y^2 - \frac{y^3}{3} \right]_0^4 = \frac{4}{3} \).

\[
M_y = \int_0^4 \frac{(2y - y^2)}{2} \left( 2y - y^2 \right) \, dy = \frac{1}{2} \left[ \frac{4y^3}{3} - y^4 + \frac{y^5}{5} \right]_0^4 = \frac{8}{15}.
\]

\[
M_x = \int_0^4 y \left( 2y - y^2 \right) \, dy = \left[ \frac{2y^3}{3} - \frac{y^4}{4} \right]_0^4 = \frac{4}{5}.
\]

Hence, \( \bar{x} = \frac{M_y}{m} = \frac{8}{15} \left( \frac{3}{4} \right) = \frac{2}{5}, \bar{y} = \frac{M_x}{m} = \frac{4}{3} \left( \frac{3}{4} \right) = 1 \) and \( (\bar{x}, \bar{y}) = \left( \frac{2}{5}, 1 \right) \).

7. By symmetry, \( \bar{x} = 0 \). The area (mass) is \( A = \frac{1}{2} \pi r^2 \). Hence, we have

\[
\bar{y} = \frac{2}{\pi r^2} \frac{1}{2} \int_0^r \left( \sqrt{r^2 - x^2} \right)^2 \, dx = \frac{1}{\pi r^2} \left[ r^2 x - \frac{x^3}{3} \right]_0^r = \frac{1}{\pi r^2} \left( \frac{4r^3}{3} \right) = \frac{4r}{3\pi}.
\]

The centroid is \( (\bar{x}, \bar{y}) = \left( 0, \frac{4r}{3\pi} \right) \).

8. The mass is \( m = \int_0^1 10x\sqrt{125 - x^2} \, dx \approx 1033.0 \).

\[
M_x = \int_0^1 \frac{10x\sqrt{125 - x^2}}{2} \left( 10x\sqrt{125 - x^2} \right) \, dx \approx 130,208.3.
\]

\[
M_y = \int_0^1 10x^2\sqrt{125 - x^2} \, dx \approx 3105.6.
\]

Hence, \( \bar{x} = \frac{M_y}{m} \approx 3.0, \bar{y} = \frac{M_x}{m} \approx 130208 \approx 126.0 \) and \( (\bar{x}, \bar{y}) \approx (3.0, 126.0) \).
9. The distance from the center of the circle and the $y$-axis is $r = 5$. The area of the circle is $A = 16\pi$.

So, $V = 2\pi r A = 2\pi (5)(16\pi) = 160\pi^2$.

10. The area of the region is $A = \frac{1}{2} (4)(4) = 8$. We need to calculate $\bar{y}$:

$$\bar{y} = \left(\frac{1}{8}\right)\left(\frac{1}{2}\right)\int (4 + x)(4 - x)dx = \frac{1}{16} \left[16x - \frac{x^3}{3}\right]_0^4 = \frac{8}{3}.$$ 

So, $r = \bar{y} = \frac{8}{3}$, $V = 2\pi r A = 2\pi \left(\frac{8}{3}\right)(8) = \frac{128\pi}{3}$.

**Lesson 10**

1. Let $u = t^2 - 1, du = 3t^2 dt$. Hence, we have

$$\int t^2 \sqrt{t^2 - 1} dt = \frac{1}{3} \int (t^2 - 1)^{\frac{3}{2}} (3t^2) dt = \frac{1}{3} \left(t^2 - 1\right)^{\frac{3}{2}} + C = \frac{(t^2 - 1)^{\frac{3}{2}}}{4} + C.$$ 

2. Let $u = \cos x, du = -\sin x dx$. Hence, we have

$$\int \frac{\sin x}{\cos x} dx = -\int (\cos x)^{-\frac{1}{2}} (-\sin x) dx = -2\sqrt{\cos x} + C.$$ 

3. $y' = \left(e^t + 5\right)^2 = e^{2x} + 10e^t + 25$. So, the solution is

$$y = \int \left(e^{2x} + 10e^t + 25\right) dx = \frac{1}{2} e^{2x} + 10e^t + 25x + C.$$ 

4. Let $u = 1 - \ln x, du = -\frac{1}{x} dx$. Hence, we have

$$\int \frac{1 - \ln x}{x} dx = -\int \left(1 - \ln x\right)\left(-\frac{1}{x}\right) dx = \left[-\frac{1}{2} (1 - \ln x)^2\right]_0^1 = \frac{1}{2} (0) + \frac{1}{2} (1) = \frac{1}{2}.$$ 

5. $A = \int_2^4 \frac{5}{x^2 + 1} dx = 2(5) \int_0^4 \frac{1}{x^2 + 1} dx = 10 \left[\arctan x\right]_0^4 = 10 \arctan 4.$ 

6. Let $u = x, du = dx, dv = \sin 3x dx, v = -\frac{1}{3} \cos 3x$. Then, we have

$$\int x \sin 3x dx = uv - \int v du = x \left(-\frac{1}{3} \cos 3x\right) - \int \left(-\frac{1}{3} \cos 3x\right) dx = -\frac{x}{3} \cos 3x + \frac{1}{9} \sin 3x + C.$$ 

7. Let $u = \arccos x, du = -\frac{1}{\sqrt{1-x^2}} dx, dv = dx, v = x$. Then, we have

$$\int 4 \arccos x dx = 4\left[uv - \int v du\right] = 4 \left(x \arccos x + \frac{x}{\sqrt{1-x^2}}\right) = 4 \left(x \arccos x - \sqrt{1-x^2}\right) + C.$$ 

Solutions
8. We do integration by parts twice. Let \( u = x^2 \), \( du = 2x \, dx \), \( dv = \cos x \, dx \), \( v = \sin x \).

So, we have \( \int x^2 \cos x \, dx = x^2 \sin x - \int 2x \sin x \, dx \).

For the right-hand integral, let \( u = 2x \), \( du = 2 \, dx \), \( dv = \sin x \, dx \), \( v = -\cos x \). Then,
\[
\int x^2 \cos x \, dx = x^2 \sin x - \left[ -2x \cos x + \int 2 \cos x \, dx \right] = x^2 \sin x + 2x \cos x - 2 \sin x + C.
\]

9. Let \( w = \sqrt{x} \), \( w^2 = x \), \( 2w \, dw = dx \). We have a new integral that can be solved by integration by parts:
\[
\int \cos \sqrt{x} \, dx = \int (\cos w) (2w) \, dw = 2 \int w \cos w \, dw.
\]

Let 
\( u = w, \ du = dw, \ dv = \cos w \, dw, \ v = \sin w \). Then, we have
\[
\int \cos \sqrt{x} \, dx = 2 \int w \cos w \, dw = 2 \left( \sin w - \int \sin w \, dw \right) = 2 \left( \sin w + \cos w \right) + C = 2 \left( \sqrt{x} \sin \sqrt{x} + \cos \sqrt{x} \right) + C.
\]

10. The area is \( A = \int_0^1 \left( 2 - \arcsin x \right) \, dx = \left[ \frac{\pi}{2} x - x \arcsin x - \sqrt{1-x^2} \right]_0^1 = 1 \).

\[
M_x = \int_0^1 \left( \frac{\pi}{2} - \arcsin x \right) \, dx = 1.
\]

\[
M_y = \int_0^1 x \left( \frac{\pi}{2} - \arcsin x \right) \, dx = \frac{\pi}{8}.
\]

Hence, \( \overline{x, y} = \left( \frac{\pi}{8}, 1 \right) \).

11. You can do this problem two ways. In each case, the desired integral “magically” appears on both sides of an equation.

Method 1: Let \( u = e^x \), \( du = e^x \, dx \), \( dv = \sin x \, dx \), \( v = -\cos x \). Then, you have
\[
\int e^x \sin x \, dx = e^x (-\cos x) - \int (-\cos x) e^x \, dx = -e^x \cos x + \int e^x \cos x \, dx.
\]

For the integral on the right, let \( u = e^x \), \( du = e^x \, dx \), \( dv = \cos x \, dx \), \( v = \sin x \). So, you have
\[
\int e^x \sin x \, dx = -e^x \cos x + \int e^x \cos x \, dx = -e^x \cos x + \left( e^x \sin x - \int (\sin x) e^x \, dx \right)
\]
\[
2 \int e^x \sin x \, dx = e^x \sin x - e^x \cos x
\]
\[
\int e^x \sin x \, dx = \frac{e^x \sin x - e^x \cos x}{2} + C.
\]

Method 2: Let \( u = \sin x \), \( du = \cos x \, dx \), \( dv = e^x \, dx \), \( v = e^x \). Then, you have
\[
\int e^x \sin x \, dx = e^x \sin x - \int e^x \cos x \, dx.
\]

For the integral on the right, let \( u = \cos x \), \( du = -\sin x \, dx \), \( dv = e^x \, dx \), \( v = e^x \). So, you have
\[
\int e^x \sin x \, dx = e^x \sin x - \int e^x \cos x \, dx = e^x \sin x - e^x \cos x - \int e^x \sin x \, dx
\]
\[
2 \int e^x \sin x \, dx = e^x \sin x - e^x \cos x
\]
\[
\int e^x \sin x \, dx = \frac{e^x \sin x - e^x \cos x}{2} + C.
\]
Lesson 11

1. We convert two of the cosines to sines, as follows:

\[
 \int \sin^2 x \cos^3 x \, dx = \int \sin^2 x \left(1 - \sin^2 x\right) \cos x \, dx = \int \left(\sin^2 x - \sin^4 x\right) \cos x \, dx = \frac{\sin^3 x}{3} - \frac{\sin^5 x}{5} + C.
\]

2. This integral requires the half-angle formula:

\[
 \int \cos^2 3x \, dx = \int \frac{1 + \cos 6x}{2} \, dx = \frac{1}{2} \left( x + \frac{1}{6} \sin 6x \right) + C = \frac{x}{2} + \frac{\sin 6x}{12} + C.
\]

3. We convert four of the sines to cosines, as follows:

\[
 \int \sin^5 5x \cos^4 5x \, dx = \int \left(1 - \cos^2 5x\right) \left(1 - \cos^2 5x\right) \cos^4 5x \sin 5x \, dx \\
= \int \left(\cos^4 5x - 2 \cos^6 5x + \cos^8 5x\right) \sin 5x \, dx \\
= -\frac{1}{5} \int \left(\cos^4 5x - 2 \cos^6 5x + \cos^8 5x\right) \left(-5 \sin 5x\right) \, dx \\
= -\frac{\cos^5 5x}{25} + \frac{2 \cos^7 5x}{35} - \frac{\cos^9 5x}{45} + C.
\]

4. We convert two secants to tangents, as follows:

\[
 \int \sec^4 x \tan x \, dx = \int \left(1 + \tan^2 x\right) \tan x \sec^2 x \, dx \\
= \int \left(\tan x + \tan^3 x\right) \sec^2 x \, dx = \frac{\tan^2 x}{2} + \tan^4 x + C.
\]

Note: An equivalent answer is \( \frac{1}{4} \sec^4 x + C \).

5. We convert four tangents to secants, as follows:

\[
 \int \tan^2 2x \sec^3 2x \, dx = \int \left(\sec^2 2x - 1\right) \left(\sec^2 2x - 1\right) \sec^2 2x \left(\sec 2x \tan 2x\right) \, dx \\
= \frac{1}{2} \int \left(\sec^4 2x - 2 \sec^6 2x + \sec^8 2x\right) \left(2 \sec 2x \tan 2x\right) \, dx \\
= \frac{\sec^7 2x}{14} - \frac{\sec^3 2x}{5} + \frac{\sec^3 2x}{6} + C.
\]

6. The area of the region is \( A = \int_0^{\pi/2} \cos x \, dx = \left[\sin x\right]_0^{\pi/2} = 1 \). Next, use integration by parts:

\[
 u = x, \, du = dx, \, dv = \cos x \, dx, \, v = \sin x.
\]

\[
 \bar{x} = \int_0^{\pi/2} x \cos x \, dx = \left[ x \sin x \right]_0^{\pi/2} - \int_0^{\pi/2} \sin x \, dx = \left[ x \sin x + \cos x \right]_0^{\pi/2} = \frac{\pi}{2} - 1.
\]

\[
 \bar{y} = \frac{1}{2} \int_0^{\pi/2} \cos^2 x \, dx = \frac{1}{4} \int_0^{\pi/2} \left(1 + \cos 2x\right) \, dx = \frac{1}{4} \left[ x + \frac{1}{2} \sin 2x \right]_0^{\pi/2} = \frac{\pi}{8}.
\]

So, the centroid is \( \left(\bar{x}, \bar{y}\right) = \left(\frac{\pi}{2} - 1, \frac{\pi}{8}\right) \).
7. \[ \int \csc x \, dx = \int \csc x \frac{\csc x + \cot x}{\csc x + \cot x} \, dx = -\ln |\csc x + \cot x| + C. \]

8. \[ \frac{d}{dx}[-\csc x + C] = \csc x \cot x = \frac{1}{\sin x} \frac{\cos x}{\sin x} = \frac{\cos x}{\cos^2 x} = \sec x \tan^2 x. \]

9. We use the half-angle formulas:

\[
\int \sin^4 x \, dx = \int \left(\frac{1 - \cos 2x}{2}\right)^2 \, dx \\
= \frac{1}{4} \int (1 - 2 \cos 2x + \cos^2 2x) \, dx \\
= \frac{1}{4} \int (1 - 2 \cos 2x + \frac{1 + \cos 4x}{2}) \, dx \\
= \frac{1}{4} \left[ x - \sin 2x + \frac{1}{2} x + \frac{\sin 4x}{8} \right] + C \\
= \frac{3}{8} x - \frac{1}{4} \sin 2x + \frac{1}{32} \sin 4x + C. 
\]

10. Let \( u = \sec x, du = \sec x \tan x \, dx, dv = \sec^2 x \, dx, v = \tan x \). Then,

\[
\int \sec^3 x \, dx = \sec x \tan x - \int \sec x \tan^2 x \, dx \\
= \sec x \tan x - \int \sec x (\sec^2 x - 1) \, dx \\
= \sec x \tan x - \int \sec^3 x \, dx + \int \sec x \, dx. 
\]

Hence, we can solve for the integral of secant cubed:

\[
2 \int \sec^3 x \, dx = \sec x \tan x + \int \sec x \, dx \\
\Rightarrow \int \sec^3 x \, dx = \frac{1}{2} \sec x \tan x + \frac{1}{2} \ln |\sec x + \tan x| + C. 
\]

Lesson 12

1. Let \( u = 3x, du = 3 \, dx \). \[ \int \frac{12}{1 + 9x^2} \, dx = 4 \int \frac{3 \, dx}{1 + (3x)^2} = 4 \arctan 3x + C. \]

2. \[ \int \frac{1}{\sqrt{9 - x^2}} \, dx = \arcsin \frac{x}{3} + C. \]

3. Let \( u = 2x, du = 2 \, dx \). \[ \int \frac{1}{x\sqrt{4x^2 - 1}} \, dx = \arccsc |2x| + C. \]
4. Let \( x = 4 \sin \theta, dx = 4 \cos \theta d\theta, \sqrt{16 - x^2} = 4 \cos \theta \). Then, we have
\[
\int \frac{1}{(16 - x^2)^{1/2}} \, dx = \int \frac{4 \cos \theta}{(4 \cos \theta)^3} \, d\theta = \frac{1}{16} \int \sec^2 \theta \, d\theta
\]
\[
= \frac{1}{16} \tan \theta + C = \frac{1}{16} \sin \theta + C = \frac{1}{16} \frac{x}{\sqrt{16 - x^2}} + C.
\]
5. Let \( x = 5 \sec \theta, dx = 5 \sec \theta \tan \theta \, d\theta, \sqrt{x^2 - 25} = 5 \tan \theta \). Then, we have
\[
\int \frac{\sqrt{x^2 - 25}}{x} \, dx = \int \frac{5 \tan \theta}{5 \sec \theta} \cdot 5 \sec \theta \tan \theta \, d\theta = \sqrt{5} \int \tan^2 \theta \, d\theta
\]
\[
= 5 \int (\sec^2 \theta - 1) \, d\theta = 5(\tan \theta - \theta) + C = \sqrt{x^2 - 25} - 5 \arcsin \frac{x}{5} + C.
\]
6. Let \( x = \tan \theta, dx = \sec^2 \theta \, d\theta, \sqrt{1 + x^2} = \sec \theta \). Then, we have
\[
\int \frac{x^2}{(1 + x^2)^2} \, dx = \int \frac{\tan^2 \theta \sec^2 \theta \, d\theta}{\sec^3 \theta} = \sin^2 \theta \, d\theta = \frac{1}{2} \int (1 - \cos 2\theta) \, d\theta
\]
\[
= \frac{1}{2} \left[ \theta - \frac{\sin 2\theta}{2} \right] + C = \frac{1}{2} \theta - \frac{1}{2} \sin \theta \cos \theta + C
\]
\[
= \frac{1}{2} \left[ \arctan x \left( \frac{x}{\sqrt{1 + x^2}} \right) \left( \frac{1}{\sqrt{1 + x^2}} \right) \right] + C = \frac{1}{2} \left[ \arctan x - \frac{x}{1 + x^2} \right] + C.
\]
7. Let \( x = \sin \theta, dx = \cos \theta \, d\theta, 1 - x^2 = \cos^2 \theta \). When \( x = 0, \theta = 0 \), and when \( x = \sqrt{3}/2, \theta = \pi/3 \). Hence, we have
\[
\int_0^{\pi/2} \frac{x^2}{(1 - x^2)^{1/2}} \, dx = \int_0^{\pi/2} \frac{\sin^2 \theta \cos \theta \, d\theta}{\cos^3 \theta} = \int_0^{\pi/2} \tan^2 \theta \, d\theta
\]
\[
= \int_0^{\pi/2} (\sec^2 \theta - 1) \, d\theta = [\tan \theta - \theta]_0^{\pi/2} = \sqrt{3} - \frac{\pi}{3}.
\]
8. \[\frac{dy}{dx} = \frac{1}{\sqrt{x^2 + 4}} \Rightarrow y = \int \frac{1}{\sqrt{x^2 + 4}} \, dx \]. Let \( x = \tan \theta, dx = \sec^2 \theta \, d\theta \) and \( x^2 + 4 = 4 \sec^2 \theta \). Then, we have
\[
y = \int 2 \sec^2 \theta \, d\theta = \int \sec \theta \, d\theta = \ln |\sec \theta + \tan \theta| + C
\]
\[
= \ln \left| \frac{\sqrt{x^2 + 4} + \frac{x}{2}}{2} \right| + C_i = \ln \left| \sqrt{x^2 + 4} + x \right| + C.
\]
\[
y(0) = 4 \Rightarrow 4 = \ln 2 + C \Rightarrow C = 4 - \ln 2 \]. Hence, the solution is
\[
y = \ln \left| \sqrt{x^2 + 4} + x \right| + 4 - \ln 2.
\]
9. \( y = \frac{1}{2} x^2, y' = x + 1 + (y')^2 = 1 + x^2 \). So, the arc length is \( s = \int_{0}^{4} \sqrt{1 + x^2} \, dx \). Using the substitution \( x = \tan \theta \),

you obtain \( s = \int_{0}^{4} \sqrt{1 + x^2} \, dx = \left[ \frac{1}{2} \left( \sqrt{x^2 + 1} + \ln \left| x + \sqrt{x^2 + 1} \right| \right) \right]_{0}^{4} = \frac{1}{2} \left[ 4\sqrt{17} + \ln \left( 4 + \sqrt{17} \right) \right] \approx 9.2936 \).

Lesson 13

1. \( \frac{1}{x^2 - 9} = \frac{1}{(x-3)(x+3)} = \frac{A}{x+3} + \frac{B}{x-3} \). The basic equation is, therefore, \( 1 = A(x-3) + B(x+3) \).

We next find the constants \( A \) and \( B \).

\[ x = 3 \Rightarrow 1 = 6B \Rightarrow B = \frac{1}{6}; x = -3 \Rightarrow 1 = -6A \Rightarrow A = -\frac{1}{6} \]

\[ \int \frac{1}{x^2 - 9} \, dx = -\frac{1}{6} \int \frac{1}{x+3} \, dx + \frac{1}{6} \int \frac{1}{x-3} \, dx = -\frac{1}{6} \ln |x+3| + \frac{1}{6} \ln |x-3| + C = \frac{1}{6} \ln \left| x-3 \right| + C. \]

2. \( \frac{5}{x^2 + 3x - 4} = \frac{5}{(x+4)(x-1)} = \frac{A}{x+4} + \frac{B}{x-1} \). The basic equation is, therefore, \( 5 = A(x-1) + B(x+4) \).

We next find the constants \( A \) and \( B \).

\[ x = 1 \Rightarrow 5 = 5B \Rightarrow B = 1; x = -4 \Rightarrow 5 = -5A \Rightarrow A = -1 \]

\[ \int \frac{5}{x^2 + 3x - 4} \, dx = \int -\frac{1}{x+4} \, dx + \int \frac{1}{x-1} \, dx = -\ln |x+4| + \ln |x-1| + C = \ln \left| \frac{x-1}{x+4} \right| + C. \]

3. \( \frac{4x^2 + 2x - 1}{x^2 (x+1)} = \frac{A}{x} + \frac{B}{x^2} + \frac{C}{x+1} \). The basic equation is, therefore,

\[ 4x^2 + 2x - 1 = Ax(x+1) + B(x+1) + Cx^2 \]. We next find the three constants.

\[ x = 0 \Rightarrow B = -1; x = -1 \Rightarrow C = 1; x = 1 \Rightarrow A = 3, \]

\[ \int \frac{4x^2 + 2x - 1}{x^2 + x^2} \, dx = \int \left( \frac{3}{x} - \frac{1}{x^2} + \frac{1}{x+1} \right) \, dx = 3 \ln |x| + \frac{1}{x} + \ln |x+1| + K. \]
1. \[ \frac{x^2 - 1}{x(x^2 + 1)} = \frac{A}{x} + \frac{Bx + C}{x^2 + 1}. \]

\[ x^2 - 1 = A(x^2 + 1) + (Bx + C)x. \]

\[ x = 0 \Rightarrow A = -1; x = 1 \Rightarrow 0 = -2 + B + C; x = -1 \Rightarrow 0 = -2 - B - C. \]

Solving these equations, you obtain \( A = -1, B = 2, C = 0. \) The integral becomes

\[ \int \frac{x^2 - 1}{x^3 + x} \, dx = -\int \frac{1}{x} \, dx + \int \frac{2x}{x^3 + 1} \, dx = -\ln|x| + \ln|x^2 + 1| + K = \ln \left| \frac{x^2 + 1}{x} \right| + K. \]

2. \[ \frac{x^2 + 3}{x^2 (x^2 + 9)^2} = \frac{A}{x^2} + \frac{B}{x^2 + 9} + \frac{C}{x^2 (x^2 + 9)} + \frac{D}{(x^2 + 9)^2}. \]

Notice how the repeated factors are handled.

3. \[ \frac{x^2 + x - 3}{x^3 (x - 2)^2 (x + 9)^2} = \frac{A}{x} + \frac{B}{x^2} + \frac{C}{x^2 - 2} + \frac{D}{(x - 2)^2} + \frac{E}{(x - 2)^3} + \frac{F}{x^2 + 9} + \frac{G}{(x^2 + 9)^2} + \frac{H}{(x^2 + 9)^3}. \]

4. \[ \int \frac{2x^3 - 4x - 8}{x(x-1)(x^2 + 4)} \, dx = \int \left( \frac{A}{x} + \frac{B}{x-1} + \frac{Cx + D}{x^2 + 4} \right) \, dx. \]

The basic equation is, therefore,

\[ 2x^3 - 4x - 8 = A(x-1)(x^2 + 4) + Bx(x^2 + 4) + (Cx + D) x(x-1). \]

Solving for the constants, you obtain \( A = 2, B = -2, C = 2, D = 4. \) The integral becomes

\[ \int \frac{2x^3 - 4x - 8}{x(x-1)(x^2 + 4)} \, dx = \int \left( \frac{2}{x - 1} + \frac{2x}{x^2 + 4} + \frac{4}{x^2 + 4} \right) \, dx \]

\[ = 2\ln|x| - 2\ln|x-1| + \ln|x^2 + 4| + 2\arctan \left( \frac{x}{2} \right) + C. \]

5. \[ \int \frac{4x^2 + x + 3}{2x^2 + x - 1} \, dx = \int \left( 2 + \frac{3}{2x - 1} - \frac{2}{x + 1} \right) \, dx = 2x + \frac{3}{2} \ln|2x - 1| - 2\ln|x + 1| + C. \]
9. \[\frac{15}{x^2 + 7x + 12} = \frac{15}{(x+3)(x+4)} = \frac{A}{x+3} + \frac{B}{x+4}.\] The basic equation is \(15 = A(x+4) + B(x+3)\).

We determine the constants as follows:

\[x = -4 \Rightarrow 15 = -B \Rightarrow B = -15; x = -3 \Rightarrow 15 = A.\]

\[A = \int_{0}^{2} \frac{15}{x^2 + 7x + 12} \, dx = \int_{0}^{2} \left( \frac{15}{x+3} - \frac{15}{x+4} \right) \, dx = 15\left[ \ln|x+3| - \ln|x+4| \right]_{0}^{2} = 15[\ln 5 - \ln 6 - \ln 3 + \ln 4] = 15\ln \left( \frac{5(4)}{6(3)} \right) = 15\ln \frac{10}{9}.\]

10. We solve for \(y\) as follows:

\[\ln|y| - \ln|L - y| = \ln\left| \frac{y}{L - y}\right| = kt - CL.\]

\[\frac{y}{L - y} = e^{kt-CL} \Rightarrow y = Le^{kt-CL} - ye^{kt-CL}.\]

\[y(1 + e^{kt-CL}) = Le^{kt-CL} \Rightarrow y = \frac{Le^{kt-CL}}{1 + e^{kt-CL}} = \frac{L}{1 + be^{-kt}}.\]

Lesson 14

1. \(\lim_{x \to 0} \frac{\sin 4x}{\sin 3x} = \lim_{x \to 0} \frac{4\cos 4x}{3\cos 3x} = \frac{4}{3}\)

2. \(\lim_{x \to 3} \frac{x^2 - 2x - 3}{x - 3} = \lim_{x \to 3} \frac{2x - 2}{1} = 4\)

3. \(\lim_{x \to 0} \frac{\arcsin x}{x} = \lim_{x \to 0} \frac{1/\sqrt{1 - x^2}}{1} = 1\)

4. \(\lim_{x \to \infty} \frac{e^x}{x^3} = \lim_{x \to \infty} \frac{e^x}{3x^2} = \lim_{x \to \infty} \frac{e^x}{6x} = \lim_{x \to \infty} \frac{e^x}{6} = \infty\)

5. \(\lim_{x \to 1} \frac{\ln x^2}{x^2 - 1} = \lim_{x \to 1} \frac{2\ln x}{x^2 - 1} = \lim_{x \to 1} \frac{2x}{2x} = 1\)

6. This is the indeterminate form \((\infty)(0)\).

\(\lim_{x \to -\infty} \left( x \sin \frac{1}{x} \right) = \lim_{x \to -\infty} \left( \sin \left( \frac{1}{x} \right) \right) = \lim_{x \to -\infty} \left( \cos \left( \frac{1}{x} \right) \left( -\frac{1}{x^2} \right) \right) = \lim \cos \left( \frac{1}{x} \right) = 1.\)
7. This is the indeterminate form $0^0$. Let $y = x^{1/x} \Rightarrow \ln y = \ln x^{1/x} = \frac{\ln x}{x}$.

$$\lim_{x \to \infty} \ln y = \lim_{x \to \infty} \frac{\ln x}{x} = \lim_{x \to \infty} \frac{1}{x} = 0 \Rightarrow \lim_{x \to \infty} x^{1/x} = 1.$$ 

8. This is the form $1^\infty$. Let $y = (1 + x)^{1/x} \Rightarrow \ln y = \ln (1 + x)^{1/x} = \frac{\ln(1 + x)}{x}$.

$$\lim_{x \to 0^+} \ln y = \lim_{x \to 0^+} \frac{\ln(1 + x)}{x} = \lim_{x \to 0^+} \frac{1}{1 + x} = 1 \Rightarrow \lim_{x \to 0^+(1 + x)^{1/x} = e.}$$ 

9. This is the indeterminate form $\infty - \infty$. We rewrite as follows:

$$\lim_{x \to -\infty} \left( \frac{8}{x^2 - 4} - \frac{x}{x - 2} \right) = \lim_{x \to -\infty} \left( \frac{8 - x(x + 2)}{x^2 - 4} \right) = \lim_{x \to -\infty} \left( \frac{8 - x^2 - 2x}{x^2 - 4} \right)$$

$$= \lim_{x \to -\infty} \left( \frac{-2x - 2}{2x} \right) = \frac{-6}{4} = \frac{-3}{2}. \quad \text{(Answer)}$$

10. The limit cycles back and forth.

$$\lim_{x \to \pi/2^+} \frac{\tan x}{\sec x} = \lim_{x \to \pi/2^-} \frac{\sec^2 x}{\sec x \tan x} = \lim_{x \to \pi/2^-} \frac{\sec x}{\sec x} = \lim_{x \to \pi/2^+} \frac{\sec x \tan x}{\sec x} = \lim_{x \to \pi/2^+} \frac{\sec x}{\sec x} = \lim_{x \to \pi/2^-} \frac{\sec x}{\sec x}.$$ 

The limit can be calculated as follows: \[ \lim_{x \to \pi/2^+} \frac{\tan x}{\sec x} = \lim_{x \to \pi/2^-} \frac{\sin x}{\cos x} = \lim_{x \to \pi/2^-} \sin x = 1. \]

**Lesson 15**

1. The integral converges to $\frac{1}{24}$ : \[ \int_2^\infty x^{-4} \, dx = \lim_{b \to \infty} \left[ \frac{x^{-3}}{-3} \right]_2^b = \lim_{b \to \infty} \left[ -\frac{1}{3b^3} + \frac{1}{24} \right] = \frac{1}{24}. \]

2. The integral diverges: \[ \int_1^\infty x^{-5/2} \, dx = \lim_{b \to \infty} \left[ \frac{x^{-3/2}}{-3/2} \right]_1^b = \lim_{b \to \infty} \left[ \frac{5}{4} b^{3/2} - 1 \right] = \infty. \]

3. The integral converges to $\frac{1}{4}$ : \[ \int_0^\infty e^{-4s} \, ds = \lim_{b \to \infty} \left[ \frac{1 - e^{-4s}}{-4} \right]_0^b = \lim_{b \to \infty} \left[ -\frac{1}{4} e^{-4b} + \frac{1}{4} \right] = \frac{1}{4}. \]

4. The integral converges to $\frac{\pi}{2}$ : \[ \int_0^\infty \frac{1}{1 + x^2} \, dx = \lim_{b \to \infty} \left[ \arctan x \right]_0^b = \lim_{b \to \infty} \left[ 0 - \arctan b \right] = -\left( \frac{\pi}{2} \right) = \frac{\pi}{2}. \]
5. The integral converges to 4: 
\[ \int_0^4 \frac{1}{\sqrt{x}} dx = \lim_{b \to 0^+} \int_b^4 x^{-1/2} dx = \lim_{b \to 0^+} \left[ 2\sqrt{x} \right]_b^4 = \lim_{b \to 0^+} \left[ 4 - 2\sqrt{b} \right] = 4. \]

6. The integral diverges:
\[ \int_0^{\infty} \frac{10}{x} dx = \lim_{b \to 0^+} \int_b^{\infty} \frac{10}{x} dx = \lim_{b \to 0^+} \left[ 10 \ln x \right]_b^\infty = \lim_{b \to 0^+} [10 \ln 5 - 10 \ln b] = \infty. \]

7. The integral is undefined at 1 and converges to 0:
\[ \int_0^2 \frac{1}{\sqrt{x-1}} dx = \int_0^1 \frac{1}{\sqrt{x-1}} dx + \int_1^2 \frac{1}{\sqrt{x-1}} dx 
= \lim_{b \to 0^+} \int_0^b (x-1)^{-1/2} dx + \lim_{b \to 0^+} \int_b^2 (x-1)^{-1/2} dx 
= \lim_{b \to 0^+} \left[ \frac{3}{2} (x-1)^{1/2} \right]_0^b + \lim_{b \to 0^+} \left[ \frac{3}{2} (x-1)^{1/2} \right]_b^2 = -\frac{3}{2} + \frac{3}{2} = 0. \]

8. The integral is undefined at 0. 
\[ \int_{-1}^0 \frac{1}{x^3} dx = \int_0^1 \frac{1}{x^3} dx + \int_0^2 \frac{1}{x^3} dx. \] The right-hand integral diverges (in fact, they both diverge), so the original integral diverges.

9. The integral is doubly improper, so we split this integral at a convenient point—for example, at \( x = 1 \).
\[ \int_0^\infty \frac{1}{\sqrt{x}(x+1)} dx = \int_0^1 \frac{1}{\sqrt{x}(x+1)} dx + \int_1^\infty \frac{1}{\sqrt{x}(x+1)} dx 
= \lim_{b \to 0^+} \left[ 2 \arctan \sqrt{x} \right]_b^1 + \lim_{c \to \infty} \left[ 2 \arctan \sqrt{x} \right]_1^c 
= 2 \left( \frac{\pi}{4} \right) - 0 + 2 \left( \frac{\pi}{2} \right) - 2 \left( \frac{\pi}{4} \right) = \pi. \]

10. We have \( f(x) = \frac{1}{x}, \ f'(x) = -\frac{1}{x^2}. \) The surface area is:
\[ S = 2\pi \int_1^\infty f(x) \sqrt{1 + [f'(x)]^2} dx = 2\pi \int_1^\infty \frac{1}{x} \sqrt{1 + \frac{1}{x^4}} dx. \]
On the interval \([1, \infty), \ \frac{1}{x} \sqrt{1 + \frac{1}{x^4}} > \frac{1}{x}, \) and the integral \( 2\pi \int_1^\infty \frac{1}{x} dx \) diverges. Hence, the integral
\[ 2\pi \int_1^\infty \frac{1}{x} \sqrt{1 + \frac{1}{x^4}} dx \] also diverges.
Lesson 16

1. \( a_1 = \frac{3}{1!} = 3, a_2 = \frac{3^2}{2!} = \frac{9}{2}, a_3 = \frac{3^3}{3!} = \frac{27}{6} = \frac{9}{2}, a_4 = \frac{3^4}{4!} = \frac{81}{24} = \frac{27}{8}, a_5 = \frac{3^5}{5!} = \frac{243}{120} = \frac{81}{40} \).

2. \( a_1 = \frac{2}{1} = 2, a_2 = \frac{2}{2} = 1, a_5 = \frac{2}{3}, a_4 = \frac{2}{4} = \frac{1}{2}, a_5 = \frac{2}{5} \).

3. \( a_i = \sin \frac{\pi}{2} = 1, a_2 = \sin \frac{2\pi}{2} = 0, a_3 = \sin \frac{3\pi}{2} = -1, a_4 = \sin \frac{4\pi}{2} = 0, a_5 = \sin \frac{5\pi}{2} = 1 \).

4. \( \lim_{n \to \infty} \frac{8n^3}{2 - n^3} = \lim_{n \to \infty} \frac{1}{n^3} = \lim_{n \to \infty} \frac{8}{2/n^3 - 1} = -8 \).

5. \( \lim_{n \to \infty} \frac{2n}{\sqrt{n^2 + 1}} = \lim_{n \to \infty} \frac{2n}{n \sqrt{1 + \frac{1}{n^2}}} = \lim_{n \to \infty} \frac{2}{\sqrt{1 + 1/n^2}} = 2 \).

6. The sequence is 0, 2, 0, 2, 0... and, hence, diverges.

7. The sequence is 0, 1, 0, 1/2, 0, 1/3, 0... and converges to 0.

8. We know that \( \lim_{n \to \infty} \left(1 + \frac{1}{n}\right)^n = e \), so \( \lim_{n \to \infty} \left(1 + \frac{3}{n}\right)^n = \lim_{n \to \infty} \left(1 + \frac{2}{n}\right)^{\left(\frac{3}{2}\right)} = e^{\frac{3}{2}} \).

9. The sequence is monotonic because \( a_n = 4 - \frac{1}{n} < 4 - \frac{1}{n+1} = a_{n+1} \). The sequence is bounded because \( |a_n| < 4 \).

10. The terms are \( \frac{2}{3}, \frac{4}{9}, \frac{8}{27}, ... \), so the sequence is not monotonic. It is bounded because \( |a_n| \leq \frac{2}{3} \).

11. The first five terms are

\[ \sqrt{1} = 1, \sqrt{2} \approx 1.414, \sqrt{3} \approx 1.442, \sqrt{4} \approx 1.414, \sqrt{5} \approx 1.380. \]

The limit is 1: Let \( y = x^{\frac{1}{x}} \Rightarrow \lim_{x \to \infty} y = \lim_{x \to \infty} \frac{\ln x}{x} = \lim_{x \to \infty} \frac{1}{x} = 0 \). Hence, we have

\[ \lim_{n \to \infty} \sqrt[n]{n} = \lim_{n \to \infty} n^{\frac{1}{n}} = 1. \]
Lesson 17

1. The partial sums are as follows.
   
   \[ S_1 = 3. \]
   
   \[ S_2 = 3 + \frac{3}{2} = 4.5. \]
   
   \[ S_3 = 3 + \frac{3}{2} + \frac{3}{4} = 5.25. \]
   
   \[ S_4 = 3 + \frac{3}{2} + \frac{3}{4} + \frac{3}{8} = 5.625. \]
   
   \[ S_5 = 3 + \frac{3}{2} + \frac{3}{4} + \frac{3}{8} + \frac{3}{16} = 5.8125. \]

2. The partial sums are as follows.
   
   \[ S_1 = \frac{(-1)^0}{0!} = 1. \]
   
   \[ S_2 = 1 + \frac{-1}{1!} = 0. \]
   
   \[ S_3 = 1 - 1 + \frac{1}{2!} = 0.5. \]
   
   \[ S_4 = 1 - 1 + \frac{1}{2!} - \frac{1}{3!} \approx 0.3333. \]
   
   \[ S_5 = 1 - 1 + \frac{1}{2!} - \frac{1}{3!} + \frac{1}{4!} = 0.375. \]

3. The sequence \( \{a_n\} = \left\{ \frac{n + 1}{n} \right\} \) converges to 1: \( \lim_{n \to \infty} \frac{n + 1}{n} = 1. \) The series
   
   \[ \sum_{n=1}^{\infty} a_n = \sum_{n=1}^{\infty} \frac{n + 1}{n} = \frac{2}{1} + \frac{3}{2} + \frac{4}{3} + \ldots \]
   
   diverges because the partial sums diverge.

4. This geometric series diverges because the ratio is \( \frac{7}{5} \geq 1. \)

5. This telescoping series converges because the \( n \)th partial sum is
   
   \[ S_n = \frac{4}{n(n+2)} = \frac{2}{n} - \frac{2}{n+2} \]
   
   \[ = \left( \frac{2}{1} - \frac{2}{3} \right) + \left( \frac{2}{2} - \frac{2}{4} \right) + \left( \frac{2}{3} - \frac{2}{5} \right) + \ldots + \left( \frac{2}{n} - \frac{2}{n+2} \right) \]
   
   \[ = \frac{2}{1} + \frac{2}{2} - \frac{2}{n+1} - \frac{2}{n+2}. \]

   The sequence of partial sums converges to \( \frac{2}{1} + \frac{2}{2} = 3. \)
6. This telescoping series converges because the $n^{th}$ partial sum is
\[
S_n = \frac{1}{n^3-1} = \frac{1/2}{n-1} - \frac{1/2}{n+1} = \frac{1}{2} \left[ \frac{1}{n-1} - \frac{1}{n+1} \right]
\]
\[
= \frac{1}{2} \left[ \frac{1-\frac{1}{3}}{3} + \frac{1}{2} \left( \frac{1-\frac{1}{4}}{4} \right) + \frac{1}{3} \left( \frac{1-\frac{1}{5}}{5} \right) + \cdots + \left( \frac{1}{n-1} - \frac{1}{n+1} \right) \right]
\]
\[
= \frac{1}{2} \left[ \frac{1}{3} + \frac{1}{2} \cdot \frac{1}{4} + \frac{1}{3} \cdot \frac{1}{5} + \cdots + \frac{1}{n-1} - \frac{1}{n+1} \right].
\]
7. The sequence of partial sums converges to $\frac{1}{2} \left[ 1 + \frac{1}{2} \right] = \frac{3}{4}$.
8. The geometric series with $r = -\frac{\sqrt{3}}{3}$ converges to $\frac{1}{1 - (-\frac{\sqrt{3}}{3})} = \frac{3}{4}$.

The geometric series begins at $n = 2$ and can be rewritten as follows.
\[
\sum_{n=2}^{\infty} \left( \frac{1}{4} \right)^n = \left( \frac{1}{4} \right)^2 \sum_{n=0}^{\infty} \left( \frac{1}{4} \right)^n = \frac{9}{16} \cdot \frac{1}{1 - \frac{\sqrt{3}}{4}} = \frac{9}{4}.
\]
9. $x = 0.075 \Rightarrow 10x = 0.75, 1000x = 75.75$. Subtracting, $990x = 75$, which gives $x = \frac{75}{990} = \frac{5}{66}$.
10. The series is geometric with $r = 3x$. Hence, it converges for $|3x| < 1$, which is equivalent to $\frac{1}{3} < x < \frac{1}{3}$.

Lesson 18

1. The geometric series diverges because the ratio satisfies $\left| -\frac{5}{3} \right| \geq 1$.
2. The series diverges because the terms do not tend to 0: $\lim_{n \to \infty} \frac{n}{2n + 3} = \frac{1}{2} \neq 0$.
3. The terms do not tend to 0: $\lim_{n \to \infty} \frac{n!}{2^n} = \infty \neq 0$.
4. This is the difference of two geometric series. The sum is
\[
\sum_{n=1}^{\infty} \left[ (0.7)^n - (0.9)^n \right] = \sum_{n=0}^{\infty} \left[ (0.7)^n - (0.9)^n \right]
\]
\[
= \frac{1}{1 - \left( \frac{7}{10} \right)} - \frac{1}{1 - \left( \frac{9}{10} \right)} = \frac{10}{3} - 10 = -\frac{20}{3}.
\]
5. \[ \sum_{n=0}^{\infty} \left( \frac{1}{2^n} - \frac{1}{3^n} \right) = \sum_{n=0}^{\infty} \frac{1}{2^n} - \sum_{n=0}^{\infty} \frac{1}{3^n} = \frac{1}{1-\frac{1}{2}} - \frac{1}{1-\frac{1}{3}} = 2 - \frac{3}{2} = \frac{1}{2}. \]

6. The series is geometric: \[ \sum_{n=0}^{\infty} \left( \frac{1}{10} \right)^n = \frac{1}{1 - \left( \frac{1}{10} \right)} = \frac{10}{9}. \]

7. Because \( |\sin 1| < 1 \), the geometric series \( \sum_{n=0}^{\infty} (\sin 1)^n = \sin(1) \sum_{n=0}^{\infty} (\sin 1)^n \) converges to \( \frac{\sin 1}{1 - \sin 1} \approx 5.30801 \).

8. The series diverges because the \( k^{th} \) term \( (-\ln k) \) does not tend to 0.

9. The series is geometric and converges for \( |x - 1| < 1 \Rightarrow 0 < x < 2 \).

10. The ball first drops 16 feet. Then, it goes up and down, as follows:
    \[ D_1 = 16, \]
    \[ D_2 = 0.81(16) + 0.81(16) = 32(0.81), \]
    \[ D_3 = 16(0.81)^2 + 16(0.81)^2 = 32(0.81)^2, \]
    \[ \vdots \]
    \[ D = 16 + 32 \left( \frac{0.81}{1 - 0.81} \right) \approx 152.42 \text{ feet.} \]

Lesson 19

1. Let \( f(x) = \frac{1}{x+3} \). This function is positive, continuous, and decreasing for \( x \geq 1 \).
    \( \int_{1}^{\infty} \frac{1}{x+3} \, dx = \left[ \ln(x+3) \right]_{1}^{\infty} = \infty. \) Hence, the series diverges.

2. Let \( f(x) = 3^{-x} \). This function is positive, continuous, and decreasing for \( x \geq 1 \).
    \( \int_{1}^{\infty} 3^{-x} \, dx = \left[ -\frac{1}{(\ln 3)3^x} \right]_{1}^{\infty} = \frac{1}{3 \ln 3}. \) Hence, the series converges.
3. Let \( f(x) = \frac{1}{\sqrt{x} (\sqrt{x} + 1)} \). This function is positive, continuous, and decreasing for \( x \geq 1 \).

\[
\int_1^\infty \frac{1}{\sqrt{x} (\sqrt{x} + 1)} \, dx = 2 \left[ \ln(\sqrt{x} + 1) \right]_1^\infty = \infty. \text{ The series diverges.}
\]

4. Let \( f(x) = \frac{1}{x \ln x} \). This function is positive, continuous, and decreasing for \( x \geq 2 \).

\[
\int_2^\infty \frac{1}{x \ln x} \, dx = \left[ \ln(\ln x) \right]_2^\infty = \infty. \text{ Hence, the series diverges.}
\]

5. This is a convergent \( p \)-series, \( p = \frac{5}{3} > 1 \).

6. This is a divergent \( p \)-series, \( p = \frac{2}{3} < 1 \).

7. This series diverges because \( \lim_{n \to \infty} \frac{n+2}{5n+1} = \frac{1}{5} \neq 0 \).

8. Let \( f(x) = \frac{1}{x (\ln x)^2} \). This function is positive, continuous, and decreasing for \( x \geq 2 \).

\[
\int_2^\infty \frac{1}{x (\ln x)^2} \, dx = \left[ \frac{-1}{(\ln x)} \right]_2^\infty = \frac{1}{\ln 2}. \text{ The series converges.}
\]

9. Let \( f(x) = \frac{\ln x}{x^3} \). This function is positive, continuous, and decreasing for \( x \geq 2 \). Use integration by parts\( (u = \ln x, dv = x^{-3} \, dx) \) to obtain the following:

\[
\int_2^\infty \frac{\ln x}{x^3} \, dx = \left[ \frac{(2 \ln x + 1)}{4x^2} \right]_2^\infty = \frac{2 \ln 2 + 1}{16}. \text{ Hence, the series converges.}
\]

10. The function \( f(x) = \left( \sin \frac{x}{x^5} \right)^2 \) is not decreasing for \( x \geq 1 \).

Lesson 20

1. \( \frac{1}{3n^2 + 2} < \frac{1}{3n^2} \). Hence, the series \( \sum_{n=1}^{\infty} \frac{1}{3n^2 + 2} \) converges by comparison to the convergent \( p \)-series \( \sum_{n=1}^{\infty} \frac{1}{3n^2} \).

2. \( \frac{1}{5n-3} > \frac{1}{5n} \). Hence, the series \( \sum_{n=1}^{\infty} \frac{1}{5n-3} \) diverges by comparison to the divergent \( p \)-series (harmonic) \( \sum_{n=1}^{\infty} \frac{1}{5n} \).
3. For \( n \geq 3, \frac{\ln n}{n+1} > \frac{1}{n+1} \). Hence, the series diverges by comparison to the divergent series \( \sum_{n=1}^{\infty} \frac{1}{n+1} \).

(Note: this series is divergent by the integral test.)

4. The series diverges by a limit comparison with the divergent harmonic series:
\[
\lim_{n \to \infty} \frac{n}{\frac{n^2 + 1}{n}} = \lim_{n \to \infty} \frac{n^2}{n^2 + 1} = 1
\]

5. The series converges by a limit comparison with the convergent \( p \)-series \( \sum_{n=1}^{\infty} \frac{1}{n^3} \):
\[
\lim_{n \to \infty} \frac{1/n}{n^3(n+3)} = \lim_{n \to \infty} \frac{n^3}{n^3(n+3)} = 1.
\]

6. The series converges by a limit comparison with the convergent geometric series \( \sum_{n=1}^{\infty} \left( \frac{1}{4} \right)^n \):
\[
\lim_{n \to \infty} \frac{5(4^n + 1)}{4^n} = \lim_{n \to \infty} \frac{5(4^n)}{4^n + 1} = 5.
\]

7. This series diverges because \( \lim_{n \to \infty} \frac{2n}{3n-1} = \frac{2}{3} \neq 0 \).

8. The series diverges by a limit comparison with the divergent harmonic series:
\[
\lim_{n \to \infty} \frac{\tan \left( \frac{1}{n} \right)}{1/n} = \lim_{n \to \infty} \frac{\left( -1/n^2 \right) \sec^2 \left( \frac{1}{n} \right)}{\left( -1/n^2 \right)} = \lim_{n \to \infty} \sec^2 \left( \frac{1}{n} \right) = 1.
\]

9. The series converges by a limit comparison with the convergent geometric series \( \sum_{n=1}^{\infty} \left( \frac{2}{5} \right)^n \):
\[
\lim_{n \to \infty} \frac{\left( 2^n + 1 \right)}{\left( \frac{5^n + 1}{2^n} \right)} = \lim_{n \to \infty} \frac{2^n + 1}{5^n + 1} \cdot \frac{5^n}{2^n} = 1
\]

10. The series converges by a limit comparison with the convergent \( p \)-series \( \sum_{n=1}^{\infty} \frac{1}{n^3} \):
\[
\lim_{n \to \infty} \frac{\left( 2n^2 - 1 \right)}{\left( 3n^3 + 2n + 1 \right)} = \lim_{n \to \infty} \frac{2n^2 - n^3}{3n^3 + 2n + 1} = \frac{2}{3}.
\]
Lesson 21

1. Because \( a_{n+1} = \frac{1}{n+3} < \frac{1}{n+2} = a_n \) and \( \lim_{n \to \infty} a_n = \lim_{n \to \infty} \frac{1}{n + 2} = 0 \), the series converges by the alternating series test.

2. Because \( a_{n+1} = \frac{1}{5^{n+2}} < \frac{1}{5^{n+1}} = a_n \) and \( \lim_{n \to \infty} a_n = \lim_{n \to \infty} \frac{1}{5^{n+1}} = 0 \), the series converges by the alternating series test.

3. Because \( a_{n+1} = \frac{1}{(n+1)!} < \frac{1}{n!} = a_n \) and \( \lim_{n \to \infty} a_n = \lim_{n \to \infty} \frac{1}{n!} = 0 \), the series converges by the alternating series test.

4. For \( n \geq 4, \frac{1}{n!} < \frac{1}{n^2} \) and \( \sum_{n=1}^{\infty} \frac{1}{n^2} \) is a convergent \( p \)-series. Hence, the series \( \sum_{n=1}^{\infty} \frac{(-1)^n}{n!} \) converges by the direct comparison test. Therefore, the series \( \sum_{n=1}^{\infty} \frac{(-1)^n}{n} \) converges absolutely.

5. The series converges by the alternating series test. The series \( \sum_{n=2}^{\infty} \frac{1}{n \ln n} \) diverges by the integral test. Hence, the series \( \sum_{n=2}^{\infty} \frac{(-1)^n}{n \ln n} \) converges conditionally.

6. The series \( \sum_{n=3}^{\infty} \frac{n}{n^3 - 5} \) converges by the limit comparison test with the \( p \)-series \( \sum_{n=3}^{\infty} \frac{1}{n^2} \). Therefore, the series \( \sum_{n=3}^{\infty} \frac{(-1)^n}{n^3 - 5} \) converges absolutely.

7. The series diverges because \( \lim_{n \to \infty} \arctan n = \frac{\pi}{2} \neq 0 \).

8. The first few terms are \( \sum_{n=1}^{\infty} \sin \frac{n}{n^2} = \sin 1 + \sin \frac{1}{4} + \sin \frac{1}{9} + \ldots \). Some of these terms are positive and some are negative, but it is not an alternating series. However, the series converges absolutely because \( \left| \frac{\sin \frac{n}{n^2}}{\frac{n^3}{n^2}} \right| \leq \frac{1}{n^2} \) and \( \sum_{n=1}^{\infty} \frac{1}{n^2} \) is a convergent \( p \)-series.

9. The fourth partial sum is \( S_4 = \sum_{n=1}^{4} \frac{(-1)^{n+1}}{(n-1)!} = 1 - 1 + \frac{1}{2} - \frac{1}{6} = \frac{1}{3} \). The remainder is \( R_4 = \frac{1}{4!} - \frac{1}{24} \), and \( |S - S_4| = |R_4| = \frac{1}{24} \approx 0.04167 \). Note that \( \left| \frac{1}{e} - S_4 \right| \approx 0.03455 \).

10. True. If the series \( \sum |a_n| \) converged, then so would \( \sum a_n \).
Lesson 22

1. \( \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{2^{n+1}}{2^n} \right| = \lim_{n \to \infty} \frac{2^n}{2^{n+1}} = \frac{1}{2} < 1. \) Therefore, the series converges by the ratio test.

2. \( \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \frac{(n+1)!}{n!} = \lim_{n \to \infty} \frac{3(n!)}{n+1} = \lim_{n \to \infty} \frac{3}{n+1} = 0 < 1. \) Therefore, the series converges by the ratio test.

3. \( \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{(n+1)\left(\frac{6}{5}\right)^{n+1}}{n\left(\frac{6}{5}\right)^n} \right| = \lim_{n \to \infty} \left[ \frac{n+1}{n} \left(\frac{6}{5}\right) \right] = \frac{6}{5} > 1. \) Therefore, the series diverges by the ratio test.

4. The series converges by the ratio test.

\[
\lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{(n+1)!}{n!} \right| = \lim_{n \to \infty} \frac{(n+1)n^n}{n^n} = \lim_{n \to \infty} \left(\frac{n}{n+1}\right)^n = \lim_{n \to \infty} \frac{1}{\left(1 + \frac{1}{n}\right)^n} = \frac{1}{e} < 1.
\]

5. \( \lim_{n \to \infty} \sqrt[n]{|a_n|} = \lim_{n \to \infty} \left[ \frac{1}{7^n} \right]^{\frac{1}{n}} = \frac{1}{7} < 1. \) Therefore, the series converges by the root test.

6. \( \lim_{n \to \infty} \sqrt[n]{|a_n|} = \lim_{n \to \infty} \left(\frac{2n+1}{n-1}\right)^n = \lim_{n \to \infty} \frac{2n+1}{n-1} = 2 > 1. \) Therefore, the series diverges by the root test.

7. \( \lim_{n \to \infty} \sqrt[n]{|a_n|} = \lim_{n \to \infty} \left(\frac{\ln n}{n}\right)^n = \lim_{n \to \infty} \frac{\ln n}{n} = 0 < 1. \) Therefore, the series converges by the root test.

8. \( \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{(n+1)7^{n+1}}{n7^n} \right| = \lim_{n \to \infty} \frac{n+1}{n} \cdot \frac{7(n!)}{(n+1)!} = \lim_{n \to \infty} \frac{7}{n} = 0 < 1. \) Therefore, the series converges by the ratio test.

9. \( \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{2\left(\frac{x}{3}\right)^{n+1}}{2\left(\frac{x}{3}\right)^n} \right| = \lim_{n \to \infty} \left| \frac{x}{3} \right| = \left| \frac{x}{3} \right|. \) For the series to converge, we need \( \left| \frac{x}{3} \right| < 1 \Rightarrow \left| x \right| < 3 \Rightarrow -3 < x < 3. \)

The series also diverges at \( x = \pm 3. \) Therefore, the series converges on the open interval \((-3, 3).\)

Note that this could have been answered using our knowledge of geometric series.

10. \( \lim_{n \to \infty} \sqrt[n]{|a_n|} = \lim_{n \to \infty} \frac{1}{n^2} = \lim_{n \to \infty} \frac{1}{n^p} = 1. \) Hence, the root test is inconclusive.
Lesson 23

1. We calculate the derivatives, as follows.

\[ f(x) = e^x, \quad f'(0) = 1. \]
\[ f''(x) = e^x, \quad f''(0) = 1. \]
\[ f'''(x) = e^x, \quad f'''(0) = 1. \]

The second-degree polynomial is
\[ P_2(x) = f(0) + f'(0)x + \frac{f''(0)}{2!}x^2 = 1 + x + \frac{x^2}{2}. \]

2. We calculate the derivatives, as follows.

\[ f(x) = \tan x, \quad f\left(\frac{\pi}{4}\right) = 1. \]
\[ f'(x) = \sec^2 x, \quad f'(\frac{\pi}{4}) = 2. \]

The first-degree polynomial is
\[ P_1(x) = f\left(\frac{\pi}{4}\right) + f'(\frac{\pi}{4})\left(x - \frac{\pi}{4}\right) = 1 + 2\left(x - \frac{\pi}{4}\right). \]

3. We calculate the derivatives, as follows.

\[ f(x) = \sec x, \quad f(0) = 1. \]
\[ f'(x) = \sec x \tan x, \quad f'(0) = 0. \]
\[ f''(x) = \sec x + \sec x \tan^2 x, \quad f''(0) = 1. \]

The second-degree polynomial is
\[ P_2(x) = f(0) + f'(0)x + \frac{f''(0)}{2!}x^2 = 1 + \frac{x^2}{2}. \]

4. Because this is already a third-degree polynomial, it equals its Maclaurin polynomial.

5. We calculate the derivatives, as follows.

\[ f(x) = \sin x, \quad f(0) = 0. \]
\[ f'(x) = \cos x, \quad f'(0) = 1. \]
\[ f''(x) = -\sin x, \quad f''(0) = 0. \]
\[ f'''(x) = -\cos x, \quad f'''(0) = -1. \]

The third-degree polynomial is
\[ P_3(x) = f(0) + f'(0)x + \frac{f''(0)}{2!}x^2 + \frac{f'''(0)}{3!}x^3 = x - \frac{x^3}{3!} = x - \frac{x^3}{6}. \]
6. We calculate the derivatives, as follows.

\[ f(x) = \frac{2}{x} = 2x^{-1}, \quad f'(1) = 2. \]
\[ f''(x) = -2x^{-2}, \quad f''(1) = -2. \]
\[ f'''(x) = 4x^{-3}, \quad f'''(1) = 4. \]
\[ f''''(x) = -12x^{-4}, \quad f''''(1) = -12. \]

The third-degree Taylor polynomial is

\[ P_3(x) = 2 - 2(x-1) + \frac{4}{2!}(x-1)^2 - \frac{12}{3!}(x-1)^3 = 2 - 2(x-1) + 2(x-1)^2 - 2(x-1)^3. \]

7. We calculate the derivatives, as follows.

\[ f(x) = \ln x, \quad f(2) = \ln 2. \]
\[ f'(x) = \frac{1}{x} = x^{-1}, \quad f''(2) = \frac{1}{2}. \]
\[ f''(x) = -x^{-2}, \quad f''(2) = -\frac{1}{4}. \]
\[ f'''(x) = 2x^{-3}, \quad f'''(2) = \frac{1}{4}. \]
\[ f''''(x) = -6x^{-4}, \quad f''''(2) = -\frac{3}{8}. \]

The fourth-degree Taylor polynomial is

\[ P_4(x) = \ln 2 + \frac{1}{2}(x-2) - \frac{1/4}{2!}(x-2)^2 + \frac{1/4}{3!}(x-2)^3 - \frac{3/8}{4!}(x-2)^4 \]
\[ = \ln 2 + \frac{1}{2}(x-2) - \frac{1}{8}(x-2)^2 + \frac{1}{24}(x-2)^3 - \frac{1}{64}(x-2)^4. \]

8. The fourth-degree polynomial evaluated at \( x = 0.3 \) gives \( \cos(0.3) \approx 1 - \frac{(0.3)^2}{2!} + \frac{(0.3)^4}{4!} \approx 0.9553375 \).

The fifth derivative \( f^{(5)}(x) = -\sin x \) is bounded by 1. Hence, \( |R_5(x)| \leq \frac{1}{5!}(0.3)^5 \approx 2.025 \times 10^{-5} \). This is much larger than the exact error.

9. The fifth-degree polynomial evaluated at \( x = 1 \) gives \( e = e^1 \approx 1 + 1 + \frac{1}{2!} + \frac{1}{3!} + \frac{1}{4!} + \frac{1}{5!} \approx 2.71667 \).

The sixth derivative \( f^{(6)}(x) = e^x \) is bounded by 3 on the interval \([0,1]\). Hence,

\[ |R_6(x)| \leq \frac{3}{6!}(1)^6 \approx 0.004167. \]

10. \( \left( x \frac{x^3}{3!} + \frac{x^5}{5!} \right)' = 1 - \frac{3x^2}{3!} + \frac{5x^4}{5!} = 1 - \frac{x^2}{2!} + \frac{x^4}{4!}. \)
Lesson 24

1. The series is geometric and converges for $|4x| < 1 \Rightarrow |x| < \frac{1}{4}$. The radius of convergence is $R = \frac{1}{4}$.

2. Using the ratio test, we see that the radius of convergence is $R = \infty$.

$$L = \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{x^{2n+2}}{(2n+2)!} \frac{1}{x^{2n}/(2n)!} \right| = \lim_{n \to \infty} \left| \frac{x^2}{(2n+2)(2n+1)} \right| = 0.$$

3. Using the ratio test, we see that the radius of convergence is $R = 0$.

$$L = \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{(2n+2)!x^{2n+2}/(n+1)!}{(2n)!x^{2n}/n!} \right| = \lim_{n \to \infty} \left| \frac{(2n+2)(2n+1)x^2}{n+1} \right| = \infty.$$

4. Because the series is geometric, it converges for $\left| \frac{x}{7} \right| < 1 \Rightarrow -7 < x < 7$.

5. $L = \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{(-1)^{n+1}x^{n+1}/(n+1)!}{(n+1)^x/n} \right| = \lim_{n \to \infty} \left| \frac{nx}{n+1} \right| = |x|$. The series converges for $|x| < 1$. At $x = 1$, the alternating series $\sum_{n=1}^{\infty} \frac{(-1)^n}{n} = \sum_{n=1}^{\infty} (-1)^n$ converges. At $x = -1$, the series $\sum_{n=1}^{\infty} \frac{(-1)^n}{n} = \sum_{n=1}^{\infty} \frac{1}{n}$ diverges.

The interval of convergence is $(-1,1]$.

6. $L = \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{(-1)^{n+2}(x-4)^{n+1}/(n+1)9^n}{(-1)^{n+1}(x-4)^n/n9^n} \right| = \lim_{n \to \infty} \left| \frac{n(x-4)}{(n+1)9} \right| = \frac{1}{9} |x-4|.$

The series converges for $|x-4| < 9$, or $-5 < x < 13$. At $x = 13$, the alternating series $\sum_{n=1}^{\infty} \frac{(-1)^n9^n}{n9^n} = \sum_{n=1}^{\infty} (-1)^n$ converges. At $x = -5$, the series $\sum_{n=1}^{\infty} \frac{(-1)^n9^n}{n9^n} = \sum_{n=1}^{\infty} \frac{1}{n}$ diverges. The interval of convergence is $(-5,13]$. 

Solutions
7. \( L = \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{(2n+2)! \left(\frac{x}{3}\right)^{n+1}}{(2n)! \left(\frac{x}{3}\right)^n} \right| = \lim_{n \to \infty} \frac{(2n+2)(2n+1)x}{3} = \infty \). The radius of convergence is \( R = 0 \), and the series converges only for \( x = 0 \).

8. There are many possible answers. The series \( \sum_{n=1}^\infty (2x + 1)^n \) is geometric and converges for \( |2x + 1| < 1 \iff -1 < 2x + 1 < 1 \iff -1 < x < 0 \).

9. Using the ratio test, you will see that the intervals of convergence are as follows.

\[
f(x) = \sum_{n=1}^\infty (-1)^{n+1} \frac{(x-1)^n}{n+1}, (0, 2].
\]

\[
f'(x) = \sum_{n=1}^\infty (-1)^{n+1} n (x-1)^{n-1}, (0, 2).
\]

\[
\int f(x) \, dx = \sum_{n=1}^\infty (-1)^{n+1} \frac{(x-1)^n}{(n+1)(n+2)} + C, [0, 2].
\]

10. We have \( \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{x^{n+2}/(n+1)(n+2)}{x^n/n(n+1)} \right| = \lim_{n \to \infty} \frac{n|x|^n}{n+2} = |x| \). So, the radius of convergence is 1. For \( x = 1 \), the series \( \sum_{n=1}^\infty \frac{1}{n(n+1)} \) converges by limit comparison with \( \sum_{n=1}^\infty \frac{1}{n^2} \). For \( x = -1 \), \( \sum_{n=1}^\infty (-1)^{n+1} \frac{1}{n(n+1)} \) converges by the alternating series test. Hence, the interval of convergence is \([-1, 1]\).

Lesson 25

1. \( \frac{1}{2 + x} = \frac{1/2}{1 - (-x/2)} = \frac{1}{2} \sum_{n=0}^\infty (-x/2)^n = \sum_{n=0}^\infty (-1)^n x^n \). The series converges on the open interval \((-2, 2)\).

2. \( \frac{2}{5 - x} = \frac{2/5}{1 - (x/5)} = \frac{2}{5} \sum_{n=0}^\infty (x/5)^n = \sum_{n=0}^\infty \frac{2x^n}{5^{n+1}}, (-5, 5) \).

3. \( \frac{1}{1 - x^2} = \sum_{n=0}^\infty (x^2)^n = \sum_{n=0}^\infty x^{2n}, (1, 1) \).
4. \[ \frac{1}{3-x} = \frac{1}{2-(x-1)} = \frac{1}{2} \sum_{n=0}^{\infty} \left( \frac{x-1}{2} \right)^{n} = \frac{1}{2} \sum_{n=0}^{\infty} \left( \frac{1}{2} \right)^{n} (x-1)^{n} = \sum_{n=0}^{\infty} \frac{(x-1)^{n}}{2^{n+1}}. \]

The series converges on the interval \((-1,3)\).

5. \[ \ln(x+1) = \int \frac{1}{x+1} \, dx = \left[ \sum_{n=0}^{\infty} (-1)^{n} x^{n} \right] \, dx = C + \sum_{n=0}^{\infty} \frac{(-1)^{n} x^{n+1}}{n+1}, -1 < x \leq 1. \]

To solve for the constant \(C\), let \(x = 0\) and conclude that \(C = 0\). Therefore,

\[ \ln(x+1) = \sum_{n=0}^{\infty} \frac{(-1)^{n} x^{n+1}}{n+1}; (-1,1). \]

6. We combine the two geometric series as follows.

\[ \frac{-2}{x^{2}-1} = \frac{1}{1+x} + \frac{1}{1-x} = \sum_{n=0}^{\infty} (-1)^{n} x^{n} + \sum_{n=0}^{\infty} x^{n} = \sum_{n=0}^{\infty} \left[ (-1)^{n} + 1 \right] x^{n} = 2 + 2x^{2} + \cdots; -1 < x < 1. \]

7. \[ \frac{1}{(1-x)^{2}} = \frac{d}{dx} \left[ \frac{1}{1-x} \right] = \frac{d}{dx} \left[ \sum_{n=0}^{\infty} x^{n} \right] = \sum_{n=1}^{\infty} nx^{n-1}. \]

We next use the ratio test to determine the radius of convergence.

\[ \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_{n}} \right| = \lim_{n \to \infty} \left| \frac{(n+1)x^{n}}{nx^{n-1}} \right| = \lim_{n \to \infty} \left| \frac{n+1}{n} \right| \cdot |x| = |x|. \]

So, the radius is 1. Checking the endpoints, the series diverges at both \(x = 1\) and \(x = -1\). The interval of convergence is the open interval \((-1,1)\).

8. \[ \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_{n}} \right| = \lim_{n \to \infty} \left| \frac{(-1)^{n+1} x^{2n+3}}{2n+3} / (2n+1) \right| = \lim_{n \to \infty} \left| \frac{2n+1}{2n+3} \right| \cdot |x^2|. \]

So, the radius is 1. At \(x = 1\),

\[ \sum_{n=0}^{\infty} (-1)^{n} x^{2n+3} / (2n+1) = \sum_{n=0}^{\infty} (-1)^{n} \cdot \frac{1}{2n+1}, \]

which converges (alternating series test). At \(x = -1\),

\[ \sum_{n=0}^{\infty} (-1)^{n} x^{2n+1} / (2n+1) = \sum_{n=0}^{\infty} (-1)^{n} \cdot \frac{(-1)}{2n+1}, \]

which also converges. Hence, the interval of convergence is the closed interval \([-1,1]\).

9. Because the second series is the derivative of the first series, the radius of convergence is the same: 3.
Lesson 26

1. \[ \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{x^{n+1} / (n+1)!}{x^n / n!} \right| = \lim_{n \to \infty} \left| \frac{x}{n+1} \right| = 0. \] Hence, the series converges for all values of \( x \).

2. \[ \lim_{n \to \infty} \left| \frac{a_{n+1}}{a_n} \right| = \lim_{n \to \infty} \left| \frac{(-1)^{n+1} x^{2n+3} / (2n+3)!}{(-1)^n x^{2n+1} / (2n+1)!} \right| = \lim_{n \to \infty} \left| \frac{x^2}{(2n+3)(2n+2)} \right| = 0. \] Hence, the series converges for all values of \( x \).

3. We calculate the derivatives at 0.

\[ f(x) = \cos x, \quad f(0) = 1. \]
\[ f'(x) = -\sin x, \quad f'(0) = 0. \]
\[ f''(x) = -\cos x, \quad f''(0) = -1. \]
\[ f'''(x) = \sin x, \quad f'''(0) = 0. \]

\[ \text{The Maclaurin series is } \sum_{n=0}^{\infty} \frac{f^{(n)}(0)}{n!} x^n = 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \cdots = \sum_{n=0}^{\infty} \frac{(-1)^n x^{2n}}{(2n)!}. \]

4. We calculate the derivatives at 1.

\[ f(x) = \sqrt[3]{x} = x^{-1}, \quad f(1) = 1. \]
\[ f'(x) = -x^{-2} = -\frac{1}{x^2}, \quad f'(1) = -1. \]
\[ f''(x) = 2x^{-3} = \frac{2}{x^3}, \quad f''(1) = 2. \]
\[ f'''(x) = -6x^{-4} = -\frac{6}{x^4}, \quad f'''(1) = -6. \]

\[ \text{The Taylor series is } \sum_{n=0}^{\infty} \frac{f^{(n)}(1)}{n!} (x-1)^n = 1 - (x-1) + (x-1)^2 - \cdots = \sum_{n=0}^{\infty} \frac{(-1)^n (x-1)^n}{n!}. \]

5. All of the derivatives are equal to \( e \) at \( x = 1 \).

\[ f(x) = e^x, \quad f(1) = e, \quad f'(x) = e^x, \quad f'(1) = e, \quad f''(x) = e^x, \quad f''(1) = e. \]

\[ \text{The Taylor series is } \sum_{n=0}^{\infty} \frac{f^{(n)}(1)}{n!} (x-1)^n = e \left[ 1 + (x-1) + \frac{(x-1)^2}{2!} + \frac{(x-1)^3}{3!} + \cdots \right] = e \sum_{n=0}^{\infty} \frac{(x-1)^n}{n!}. \]

6. Substitute \(-3x\) for \( x \) in the series for the exponential function.

\[ \sum_{n=0}^{\infty} \frac{(-3x)^n}{n!} = \sum_{n=0}^{\infty} \frac{(-1)^n 3^n x^n}{n!} = 1 - 3x + \frac{9x^2}{2} - \frac{27x^3}{3!} + \cdots. \]
7. Substitute $3x$ for $x$ in the series for the sine function.

$$\sum_{n=0}^{\infty} \frac{(-1)^n (3x)^{2n+1}}{(2n+1)!} = 3x - \frac{(3x)^3}{3!} + \frac{(3x)^5}{5!} - \ldots.$$ 

8. $\sin^2 x = \frac{1}{2} - \frac{\cos 2x}{2}$. The series for $\cos 2x$ is obtained from the cosine series:

$$1 - \frac{2^2}{2!} x^2 + \frac{2^4}{4!} x^4 - \ldots = 1 - 2x^2 + \frac{2}{3} x^4 - \ldots.$$ Hence, the series for $\sin^2 x$ is

$$\frac{1}{2} - \frac{1}{2} \cos 2x = \frac{1}{2} - \frac{1}{2} \left[ 1 - 2x^2 + \frac{2}{3} x^4 - \ldots \right] = x^2 - \frac{1}{3} x^4 + \ldots.$$ 

9. Instead of using the definition of the Maclaurin series, we can multiply the terms of the two series, as follows.

$$\left(1 + x + \frac{x^2}{2} + \frac{x^3}{6} + \frac{x^4}{24} + \ldots\right) \left(x - \frac{x^2}{6} + \frac{x^3}{120} - \ldots\right) = x + x^2 + \frac{x^3}{3} - \frac{x^5}{30} - \ldots.$$ 

10. $\int_{0.5}^{1} \cos \sqrt{x} \, dx \approx \int_{0.5}^{1} \left(1 - \frac{x^2}{2} + \frac{x^4}{24} \right) \, dx = \left[ x - \frac{x^3}{4} + \frac{x^5}{72} \right]_{0.5} = \frac{55}{72} - \frac{253}{576} = \frac{187}{576} \approx 0.32465.$

Note: Using a calculator, $\int_{0.5}^{1} \cos \sqrt{x} \, dx \approx 0.32433.$

Lesson 27

1. On the given interval, the equation is equivalent to $y = 2\sqrt{x}, 0 \leq x \leq 4$. Hence, $y' = \frac{1}{\sqrt{x}},$ and the arc length is $s = \int_{0}^{4} \sqrt{1 + \left(\frac{1}{\sqrt{x}}\right)^2} \, dx = \int_{0}^{4} \sqrt{\frac{x+1}{x}} \, dx \approx 5.916.$

2. Let $2x = \tan \theta, 2 \, dx = \sec^2 \theta \, d\theta, 1 + 4x^2 = \sec^2 \theta$. Then, we have

$$\int \sqrt{1 + 4x^2} \, dx = \int \sec \theta \left(\frac{\sec^2 \theta}{2} \right) \, d\theta = \frac{1}{2} \int \sec^3 \theta \, d\theta = \frac{1}{4} \left[ \sec \theta \tan \theta + \ln |\sec \theta + \tan \theta| \right] + C.$$

Hence, the definite integral is

$$\int_{0}^{4} \sqrt{1 + 4x^2} \, dx = \left[ \frac{1}{4} \left( \sqrt{1 + 4x^2} \right)^2 \right]_{0}^{4} = \frac{1}{4} \left[ \sqrt{1 + 4\times4} \right] + \ln \left| \sqrt{1 + 4\times4} + 2x \right|_{0}^{4} = \frac{1}{4} \left[ 8\sqrt{65} + \ln (\sqrt{65} + 8) \right].$$
3. Rewrite as \( \frac{x^2}{1} + \frac{y^2}{16} = 1 \). \( a = 4, b = 1, c = \sqrt{16-1} = \sqrt{15} \). The center is \((0,0)\), the vertices are \((0, \pm 4)\), and the foci are \((0, \pm \sqrt{15})\).

4. We first complete the square to obtain \( \frac{(x + 2)^2}{4} + \frac{(y - 3)^2}{9} = 1 \). Hence, \( a = 3, b = 2, c = \sqrt{9 - 4} = \sqrt{5} \). The center is \((-2,3)\), the vertices are \((-2,6),(-2,0)\), and the foci are \((-2,3 \pm \sqrt{5})\).

5. Eccentricity \( = e = \frac{c}{a} = \frac{\sqrt{15}}{4} \).

6. Area \( = \pi ab = \pi(4)(1) = 4\pi \).

7. We have \( a = 6, c = 5, b = \sqrt{36 - 25} = \sqrt{11} \). The major axis is horizontal, and the equation is \( \frac{x^2}{36} + \frac{y^2}{11} = 1 \).

8. Differentiating implicitly, \( \frac{2x}{9} - 2yy' = 0 \Rightarrow y' = \frac{x}{9y} \). At \( x = 6, y = \pm \sqrt{3} \) and

\[
y' = \pm \frac{6}{9\sqrt{3}} = \pm \frac{2\sqrt{3}}{9}.
\]

At the point \((6, \sqrt{3})\), \( y - \sqrt{3} = \frac{2\sqrt{3}}{9}(x - 6) \Rightarrow 2x - 3\sqrt{3}y = 3 \). At the point \((6, -\sqrt{3})\), \( y + \sqrt{3} = \frac{-2\sqrt{3}}{9}(x - 6) \Rightarrow 2x + 3\sqrt{3}y = 3 \).

9. Eccentricity \( = 0.0167 = \frac{c}{a} = \frac{c}{149,598,000} \Rightarrow c \approx 2,498,286.6 \). The least distance (perihelion) is

\( a - c \approx 147,099,713.4 \) km. The greatest distance (aphelion) is \( a + c \approx 152,096,286.6 \) km.

10. We find the arc length in the first quadrant and multiply by 4. Solving for

\[
y, y' = \sqrt{\frac{4-x^2}{2}}, (y')^2 = \frac{x^2}{4(4-x^2)} \text{. The arc length of the ellipse is given by}
\]

\[
4 \int_0^2 \sqrt{1+(y')^2} \ dx \approx 4(2.422112) \approx 9.68845 \text{. Note that this is an improper integral and that the integrand does not have an elementary antiderivative.}
Lesson 28

1. Eliminating the parameter, \( t = \frac{x+3}{2}, \ y = 3\left(\frac{x+3}{2}\right)+1 = \frac{3}{2}x+\frac{11}{2} \). This is a line in the plane.

2. We use a trigonometric identity to verify that the curve is a hyperbola.
   \[
   \tan^2 t + 1 = \sec^2 t \Rightarrow \left(\frac{y}{3}\right)^2 + 1 = \left(\frac{x}{2}\right)^2 \Rightarrow \frac{x^2}{4} - \frac{y^2}{9} = 1.
   \]

3. This is a circle of radius 3 and center \((2, -4)\).
   \[
   \left(\frac{x-2}{3}\right)^2 + \left(\frac{y+4}{3}\right)^2 = \cos^2 t + \sin^2 t = 1 \Rightarrow (x-2)^2 + (y+4)^2 = 9.
   \]

4. \[
   \frac{dy}{dx} = \frac{dy/dt}{dx/dt} = \frac{3}{1/2\sqrt{t}} = 6\sqrt{t}. \text{ At } t = 1, \ \frac{dy}{dx} = 6.
   \]

5. \[
   \frac{dy}{dx} = \frac{dy/d\theta}{dx/d\theta} = \frac{3\sin^2 \theta \cos \theta}{-3\cos^2 \theta \sin \theta} = -\tan \theta. \text{ At } \theta = \frac{\pi}{4}, \ \frac{dy}{dx} = -\tan \frac{\pi}{4} = -1.
   \]

6. Horizontal tangents: \( \frac{dy}{dt} = 2t + 3 = 0 \Rightarrow t = -\frac{3}{2} \). The corresponding point is \((x, y) = \left(-\frac{1}{2}, -\frac{9}{4}\right)\). There are no vertical tangents because \( \frac{dx}{dt} = 1 \neq 0 \).

7. Horizontal tangents: \( \frac{dy}{dt} = \cos \theta = 0 \Rightarrow \theta = \frac{\pi}{2}, \frac{3\pi}{2} \). The corresponding points are \((5, -1), (5, -3)\). Vertical tangents: \( \frac{dx}{dt} = -3\sin \theta = 0 \Rightarrow \theta = 0, \pi \). The corresponding points are \((8, -2), (2, -2)\). Note that this curve is an ellipse.

8. \( \frac{dx}{dt} = 3, \ \frac{dy}{dt} = -2 \). The arc length is given by the integral
   \[
   s = \int_2^6 \left[ (\frac{dx}{dt})^2 + (\frac{dy}{dt})^2 \right] dt = \int_{-4}^{3} \sqrt{9+4} \ dt = \left[ \sqrt{13} \right]_1^3 = 4\sqrt{13}. \text{ Note that this is a line.}
   \]

9. \( \frac{dx}{dt} = 12t, \ \frac{dy}{dt} = 6t^2 \). The arc length is given by the integral
   \[
   s = \int_1^4 \left[ (\frac{dx}{dt})^2 + (\frac{dy}{dt})^2 \right] dt = \int_1^4 \sqrt{144t^2 + 36t^4} \ dt = \int_1^4 6t \sqrt{4+t^2} \ dt = \left[ 2(4+t^2)^{3/2} \right]_1^4 = 2\left(20^{3/2} - 5^{3/2}\right) = 70\sqrt{5}.
   \]
10. The curve crosses itself at the origin. At this point, \( t = 0 \) or \( t = \pi \). \( \frac{dy}{dx} = \cos \frac{3t}{4} \). At \( t = 0 \), \( \frac{dy}{dx} = -\frac{3}{4} \), and the tangent line is \( y = \frac{3}{4}x \). At \( t = \pi \), \( \frac{dy}{dx} = \frac{3}{4} \), and the tangent line is \( y = -\frac{3}{4}x \).

Lesson 29

1. \( x = 8 \cos \frac{\pi}{2} = 0, y = 8 \sin \frac{\pi}{2} = 8 \). \((x, y) = (0, 8)\).

2. \( x = -2 \cos \frac{5\pi}{3} = -1, y = -2 \sin \frac{5\pi}{3} = \sqrt{3} \). \((x, y) = (-1, \sqrt{3})\).

3. \( r = \pm \sqrt{2^2 + 2^2} = \pm 2 \sqrt{2}; \tan \theta = \frac{2}{2} = 1 \Rightarrow \theta = \frac{\pi}{4}, \frac{5\pi}{4} \). There are many possible answers:

   \[(r, \theta) = \left\{ 2 \sqrt{2}, \frac{\pi}{4} \right\}, \left\{ -2 \sqrt{2}, \frac{5\pi}{4} \right\} \).

4. \( r = \pm 6; \tan \theta \) undefined \( \Rightarrow \theta = \frac{\pi}{2}, \frac{3\pi}{2} \). There are many possible answers:

   \[(r, \theta) = \left\{ 6, \frac{3\pi}{2} \right\}, \left\{ -6, \frac{\pi}{2} \right\} \).

5. \( r^2 = 9, r = 3 \). This is a circle of radius 3 centered at the origin.

6. \( x = r \cos \theta = 12 \Rightarrow r = 12 \sec \theta \). This is a vertical line.

7. \( r^2 = 5r \cos \theta \Rightarrow x^2 + y^2 = 5x \). Next, complete the square to obtain the equation \( \left( x - \frac{5}{2} \right)^2 + y^2 = \left( \frac{5}{2} \right)^2 \).

8. This is a circle of radius \( \frac{5}{2} \) centered at \( \left( \frac{5}{2}, 0 \right) \).

   We have \( y = r \sin \theta = \left(1 - \sin \theta \right) \sin \theta \), which implies that

   \[ \frac{dy}{d\theta} = (1 - \sin \theta) \cos \theta - \cos \theta \sin \theta = \cos \theta (1 - 2 \sin \theta) = 0 \]. \( \cos \theta = 0 \) or \( \sin \theta = \frac{1}{2} \). Hence,

   \( \theta = \pi/2, 3\pi/2, \pi/6, 5\pi/6 \). These values correspond to the three points \((r, \theta) = \left\{ 2 \cdot \frac{3\pi}{2}, \left( \frac{1}{2}, \frac{\pi}{6} \right), \left( \frac{1}{2}, \frac{5\pi}{6} \right) \right\} \).

   Note that there is not a horizontal tangent at the origin \( \theta = \pi/2 \) because \( \frac{dx}{d\theta} = 0 \) at that point as well.
We have \( x = r \cos \theta = 2(1 - \cos \theta) \cos \theta = 2 \cos \theta - 2 \cos^2 \theta \). Hence,
\[
\frac{dx}{d\theta} = -2 \sin \theta + 4 \cos \theta \sin \theta = 2 \sin \theta (2 \cos \theta - 1) = 0.
\]
The solutions are \( \theta = 0, \pi, \frac{\pi}{3}, \frac{5\pi}{3} \). For \( \theta = 0, \frac{dy}{d\theta} \) is also zero, so that point is a cusp. The three vertical tangents occur at \((r, \theta) = (1, \frac{\pi}{3}), (1, \frac{5\pi}{3}), (4, \pi)\).

Setting the equations equal to each other, we obtain \( 1 + \cos \theta = 1 - \cos \theta \Rightarrow \cos \theta = 0 \). This gives two points of intersection: \((r, \theta) = \left(1, \frac{\pi}{2}\right), \left(1, \frac{3\pi}{2}\right)\). However, the graphs indicate that there is a third point, the origin \((0,0)\).

Lesson 30

1. \( A = \frac{1}{2} \int_0^\pi \left[3 \cos \theta \right]^2 d\theta = \frac{9}{2} \int_0^\pi \left[1 + \cos 2\theta \right] d\theta = \frac{9}{4} \left[ \theta + \frac{\sin 2\theta}{2} \right]_0^\pi = \frac{9\pi}{4} \). Note that the region is a circle of radius \( \frac{3}{2} \).

2. The petal is traced out on the interval \(-\frac{\pi}{6} \leq \theta \leq \frac{\pi}{6}\). The area is
\[
A = \frac{1}{2} \int_{-\pi/6}^{\pi/6} \left[3 \cos 3\theta \right]^2 d\theta = \frac{9}{2} \int_{-\pi/6}^{\pi/6} \left[1 + \cos 6\theta \right] d\theta = \frac{9}{4} \left[ \theta + \frac{\sin 6\theta}{6} \right]_{-\pi/6}^{\pi/6} = \frac{9}{4} \left( \frac{\pi}{3} + \frac{\pi}{3} \right) = \frac{3\pi}{2}.
\]

3. The petal is traced out on the interval \(0 \leq \theta \leq \frac{\pi}{3}\). The area is
\[
A = \frac{1}{2} \int_0^{\pi/3} \left[4 \sin 3\theta \right]^2 d\theta = 8 \int_0^{\pi/3} \left[1 - \cos 6\theta \right] d\theta = 4 \left[ \theta - \frac{\sin 6\theta}{6} \right]_0^{\pi/3} = 4 \left( \frac{\pi}{3} - \frac{\pi}{3} \right) = \frac{4\pi}{3}.
\]

4. Half of the inner loop is traced out on the interval \(2\pi/3 \leq \theta \leq \pi\). The total area is given by
\[
A = 2 \frac{1}{2} \int_{2\pi/3}^{\pi} (1 + 2 \cos \theta)^2 d\theta. \quad \text{Note: } A = \frac{2\pi - 3\sqrt{3}}{2}.
\]

5. The area inside the outer loop is \( A_1 = 2 \frac{1}{2} \int_{\pi/3}^{\pi/2} (3 - 6 \sin \theta)^2 d\theta \). The area inside the inner loop is \( A_2 = 2 \frac{1}{2} \int_{\pi/3}^{\pi/6} (3 - 6 \sin \theta)^2 d\theta \). The area between the loops is the difference, \( A_1 - A_2 \). Note: This difference equals \( 9\pi + 27\sqrt{3} \).

6. \( r = 8, \frac{dr}{d\theta} = 0 \). \( s = \int_0^\pi \left[ r^2 + \left( \frac{dr}{d\theta} \right)^2 \right] d\theta = \int_0^{2\pi} \sqrt{64 + 0} d\theta = \left[ 8\theta \right]_0^{2\pi} = 16\pi \).

Note that this is the circumference of a circle of radius 8.
7. You can check that this is a circle of radius 2. Using the formula, \( \frac{dr}{d\theta} = -4\sin \theta \).

\[
s = \int_0^\theta \sqrt{r^2 + \left( \frac{dr}{d\theta} \right)^2} \, d\theta = \int_0^\pi \sqrt{16\cos^2 \theta + 16\sin^2 \theta} \, d\theta = [4\theta]_0^\pi = 4\pi.
\]

8. \( \frac{dr}{d\theta} = 2s \)

\[
= \int_\alpha^{\beta} \sqrt{r^2 + \left( \frac{dr}{d\theta} \right)^2} \, d\theta = \int_0^{2\pi} \sqrt{4\theta^2 + 4} \, d\theta \approx 42.5.
\]

9. Using a graphing utility, you obtain \( s \approx 13.736 \).

10. You can see that this represents a circle by multiplying both sides by \( r \), converting to Cartesian coordinates, and completing the square.

\[
r^2 = 2r\sin \theta + 3r\cos \theta \Rightarrow x^2 + y^2 = 2y + 3x = \left( x - \frac{3}{2} \right)^2 + (y - 1)^2 = \frac{13}{4}.
\]

Lesson 31

1. \( \mathbf{u} = (5 - 3, 6 - 2) = (2, 4), \mathbf{v} = (3 - 1, 8 - 4) = (2, 4) \). The vectors are equivalent.

2. \( \mathbf{u} = (6 - 0, -2 - 3) = (6, -5), \mathbf{v} = (9 - 3, 5 - 10) = (6, -5) \). The vectors are equivalent.

3. \( \mathbf{u} = (5 - 2, 5 - 0) = (3, 5) = 3\mathbf{i} + 5\mathbf{j} \).

4. \( \mathbf{u} = (-5 - 0, -1 - (-4)) = (-5, 3) = -5\mathbf{i} + 3\mathbf{j} \)

5. \( \|\mathbf{u}\| = \sqrt{4^2 + 9^2} = \sqrt{97}, \frac{2}{3}\mathbf{u} = \frac{2}{3}(4, 9) = \left( \frac{8}{3}, 6 \right), \mathbf{v} - \mathbf{u} = (2, -5) - (4, 9) = (-2, -14), 5\mathbf{u} - 3\mathbf{v} = 5(4, 9) - 3(2, -5) = (14, 60). \)

6. \( \|\mathbf{u}\| = \sqrt{(-3)^2 + 4^2} = \sqrt{25} = 5, -3\mathbf{u} = -3(-3, 4) = (9, -12), \mathbf{v} - \mathbf{u} = (3, 0) - (-3, 4) = (6, -4), 6\mathbf{u} - \mathbf{v} = 6(-3, 4) - (3, 0) = (-21, 24). \)

7. \( \|\mathbf{u}\| = \sqrt{5^2 + 12^2} = \sqrt{169} = 13. \) Unit vector: \( \frac{1}{13}(5, 12) = \left( \frac{5}{13}, \frac{12}{13} \right) \)

8. \( \mathbf{v} = 2[(\cos 150^\circ)\mathbf{i} + (\sin 150^\circ)\mathbf{j}] = -\sqrt{3}\mathbf{i} + \mathbf{j} = \left( -\sqrt{3}, 1 \right). \)
9. We have the following two forces.
\[
F_1 = 400 \cos 10^\circ \mathbf{i} + 400 \sin 10^\circ \mathbf{j},
\]
\[
F_2 = 400 \cos (-10^\circ) \mathbf{i} + 400 \sin (-10^\circ) \mathbf{j} = 400 \cos (10^\circ) \mathbf{i} - 400 \sin (10^\circ) \mathbf{j}.
\]
The resultant force is \( \mathbf{F} = F_1 + F_2 = 800 \cos 10^\circ \mathbf{i} \approx 788 \mathbf{i} \) pounds.

10. \( f'(x) = 3x^2 \Rightarrow f'(1) = 3 \). Let \( \mathbf{w} = \langle 1, 3 \rangle, \|\mathbf{w}\| = \sqrt{1 + 9} = \sqrt{10} \). Then, the two unit vectors are
\[
\pm \frac{\mathbf{w}}{\|\mathbf{w}\|} = \pm \frac{1}{\sqrt{10}} \langle 1, 3 \rangle.
\]

Lesson 32

1. \( \mathbf{u} \cdot \mathbf{v} = \langle 3, 4 \rangle \cdot \langle -1, 5 \rangle = 3(-1) + 4(5) = 17 \).

2. \( \mathbf{u} \cdot \mathbf{v} = \langle 6, -4 \rangle \cdot \langle -3, 2 \rangle = 6(-3) + (-4)(2) = -26 \).

3. \( \cos \theta = \frac{\mathbf{u} \cdot \mathbf{v}}{\|\mathbf{u}\| \|\mathbf{v}\|} = \frac{3(-8) + 4(6)}{\sqrt{9 + 16}\sqrt{64 + 36}} = 0 \). The vectors are orthogonal, and the angle is 90°.

4. \( \cos \theta = \frac{\mathbf{u} \cdot \mathbf{v}}{\|\mathbf{u}\| \|\mathbf{v}\|} = \frac{3(-2) + 1(4)}{\sqrt{9 + 1}\sqrt{4 + 16}} = -\frac{2}{\sqrt{200}} = -\frac{1}{\sqrt{50}} \). Using the inverse cosine function,
\[
\theta = \arccos \left( -\frac{1}{\sqrt{50}} \right) \approx 98.1^\circ.
\]

5. \( \text{proj}_u \mathbf{v} = \left( \frac{\mathbf{u} \cdot \mathbf{v}}{\|\mathbf{v}\|^2} \right) \mathbf{v} = \frac{6(1) + 7(4)}{(1^2 + 4^2)} \mathbf{v} = \frac{34}{17} \mathbf{v} = 2 \mathbf{v} = \langle 2, 8 \rangle \).

6. \( \text{proj}_u \mathbf{v} = \left( \frac{\mathbf{u} \cdot \mathbf{v}}{\|\mathbf{v}\|^2} \right) \mathbf{v} = \frac{2(3) + (-3)(2)}{(3^2 + 2^2)} \mathbf{v} = \frac{0}{13} \mathbf{v} = 0 = \langle 0, 0 \rangle \).

7. \( \mathbf{w}_1 = \text{proj}_u \mathbf{v} = \left( \frac{\mathbf{u} \cdot \mathbf{v}}{\|\mathbf{v}\|^2} \right) \mathbf{v} = \frac{2(5) + 3(1)}{(5^2 + 1^2)} \mathbf{v} = \frac{13}{26} \mathbf{v} = \frac{1}{2} \mathbf{v} = \langle 5, 1 \rangle \). The vector component normal to \( \mathbf{v} \) is
\[
\mathbf{w}_2 = \mathbf{u} - \mathbf{w}_1 = \langle 2, 3 \rangle - \langle 5, 1 \rangle = \langle -3, 2 \rangle = \langle -\frac{3}{2}, \frac{5}{2} \rangle.
\]
8. The gravitational force is \( \mathbf{F} = -48,000\mathbf{j} \). \( \mathbf{v} = \cos 10^\circ \mathbf{i} + \sin 10^\circ \mathbf{j} \). We have

\[
\mathbf{w} = \frac{\mathbf{F} \cdot \mathbf{v}}{\|\mathbf{v}\|} = (\mathbf{F} \cdot \mathbf{v}) \mathbf{v} = (-48,000)(\sin 10^\circ) \mathbf{v} \approx (-8335.1)(\cos 10^\circ \mathbf{i} + \sin 10^\circ \mathbf{j}) .
\]

\( \|\mathbf{w}\| \approx 8335.1 \) pounds.

9. \( \mathbf{F} = 1600(\cos 25^\circ \mathbf{i} + \sin 25^\circ \mathbf{j}) \), \( \mathbf{v} = 2000\mathbf{i} \). The work done is

\[
W = \mathbf{F} \cdot \mathbf{v} = 1600(2000)\cos 25^\circ \approx 2900.2 \text{ km-N} \quad (\approx 2,900,184.9 \text{ Joules}).
\]

10. If the dot product is negative, then so is the cosine of the angle, so the angle must be obtuse.

Lesson 33

1. The domain is all values of \( t > 0, t \neq 2 \).

2. \( \mathbf{r}(1) = 1^2 \mathbf{i} + (1 - 1) \mathbf{j} = \mathbf{i}; \mathbf{r}(-2) = (-2)^2 \mathbf{i} + (-2 - 1) \mathbf{j} = 4\mathbf{i} - 3\mathbf{j} \).

3. \( x = t, y = t - 1 = x - 1 \). The curve is the line \( y = x - 1 \), oriented left to right.

4. \( x = \cos t, \frac{y}{2} = \sin t, \cos^2 t + \sin^2 t = x^2 + \frac{y^2}{4} = 1 \). The curve is an ellipse, oriented counterclockwise.

5. \( \frac{x}{3} = \sec \theta, \frac{y}{2} = \tan \theta, \sec^2 \theta - \tan^2 \theta = \frac{x^2}{9} - \frac{y^2}{4} = 1 \). The curve is a hyperbola.

6. Let \( x = 5 \cos t, y = 5 \sin t \). One representation is \( \mathbf{r}(t) = 5 \cos t \mathbf{i} + 5 \sin t \mathbf{j} \).

7. \( \lim_{t \to \infty} \left( e^{-t} \mathbf{i} + \frac{2t^2}{t^2 + 1} \mathbf{j} \right) = 2 \mathbf{j} \) because the limit of the first term is zero.

8. \( \mathbf{r}'(t) = 3t^2 \mathbf{i} - 3 \mathbf{j} \). \( \mathbf{r}''(t) = 6t \mathbf{i} \).

9. \( \mathbf{r}'(t) = -4 \sin t \mathbf{i} + 4 \cos t \mathbf{j} \).

10. \( \int \left( \frac{1}{t} \mathbf{i} + \sec^2 t \mathbf{j} \right) dt = \ln |t| \mathbf{i} + \tan t \mathbf{j} + C \).
Lesson 34

1. \( \mathbf{v}(t) = \mathbf{r}'(t) = -e^{-t}\mathbf{i} + e^t\mathbf{j} \), \( \mathbf{a}(t) = \mathbf{r}''(t) = e^{-t}\mathbf{i} + e^t\mathbf{j} \).

2. \( \mathbf{v}(t) = \mathbf{r}'(t) = \frac{1}{t}\mathbf{i} + 4t^2\mathbf{j} \), \( \mathbf{a}(t) = \mathbf{r}''(t) = -\frac{1}{t^2}\mathbf{i} + 12t^3\mathbf{j} \).

3. \( \mathbf{v}(t) = \mathbf{r}'(t) = 3\mathbf{i} + \mathbf{j} \), \( \mathbf{a}(t) = \mathbf{r}''(t) = 0\mathbf{i} + 0\mathbf{j} = \mathbf{0} \). Speed = \( \|\mathbf{v}(t)\| = \sqrt{9+1} = \sqrt{10} \). At the point \( (3,0), \ t=1 \) and \( \mathbf{v}(1) = 3\mathbf{i} + \mathbf{j}, \ \mathbf{a}(1) = \mathbf{0} \), and the speed is \( \sqrt{10} \).

4. \( \mathbf{v}(t) = \mathbf{r}'(t) = -3\sin t + 2\cos tj \), \( \mathbf{a}(t) = \mathbf{r}''(t) = -3\cos t - 2\sin tj \). Speed = \( \|\mathbf{v}(t)\| = \sqrt{9\sin^2 t + 4\cos^2 t} \). At the point \( (3,0), \ t=0 \) and \( \mathbf{v}(0) = 2\mathbf{j}, \ \mathbf{a}(0) = -3\mathbf{i} \), and the speed is \( \|\mathbf{v}(t)\| = \sqrt{0+4} = 2 \).

5. \( \mathbf{v}(t) = \mathbf{r}'(t) = 2\mathbf{i} + 3t^2\mathbf{j} \), \( \mathbf{a}(t) = \mathbf{r}''(t) = 2\mathbf{i} + 6t\mathbf{j} \). Speed = \( \|\mathbf{v}(t)\| = \sqrt{4t^2 + 9t^4} \). At the point \( (1,1), \ t=1 \) and \( \mathbf{v}(1) = 2\mathbf{i} + 3\mathbf{j}, \ \mathbf{a}(1) = 2\mathbf{i} + 6\mathbf{j} \), and the speed is \( \|\mathbf{v}(1)\| = \sqrt{4+9} = \sqrt{13} \).

6. We integrate the acceleration function as follows.

\[
\mathbf{v}(t) = \int \mathbf{a}(t) \, dt = \int (\mathbf{i} + \mathbf{j}) \, dt = \mathbf{i} + \mathbf{j} + \mathbf{C}, \ \ \ \mathbf{v}(0) = \mathbf{0} \Rightarrow \mathbf{C} = \mathbf{0}.
\]

\[
\mathbf{r}(t) = \int \mathbf{v}(t) \, dt = \int (\mathbf{i} + \mathbf{j}) \, dt = \frac{t^2}{2}\mathbf{i} + \frac{t^2}{2}\mathbf{j} + \mathbf{C}, \ \ \ \mathbf{r}(0) = \mathbf{0} \Rightarrow \mathbf{C} = \mathbf{0}.
\]

Hence, the position function is \( \mathbf{r}(t) = \frac{t^2}{2}\mathbf{i} + \frac{t^2}{2}\mathbf{j} \).

7. We integrate the acceleration function as follows.

\[
\mathbf{v}(t) = \int \mathbf{a}(t) \, dt = \int (2\mathbf{i} + 3\mathbf{j}) \, dt = 2\mathbf{i} + 3\mathbf{j} + \mathbf{C}, \ \ \ \mathbf{v}(0) = 4\mathbf{j} \Rightarrow \mathbf{C} = 4\mathbf{j}.
\]

\[
\mathbf{r}(t) = \int \mathbf{v}(t) \, dt = \int (2\mathbf{i} + (3t + 4)\mathbf{j}) \, dt = t^2\mathbf{i} + \left(\frac{3t^2}{2} + 4t\right)\mathbf{j} + \mathbf{C}, \ \ \ \mathbf{r}(0) = \mathbf{0} \Rightarrow \mathbf{C} = \mathbf{0}.
\]

Hence, the position function is \( \mathbf{r}(t) = t^2\mathbf{i} + \left(\frac{3t^2}{2} + 4t\right)\mathbf{j} \).

8. We use the formula for the position function.

\[
\mathbf{r}(t) = (88\cos 30^\circ)\mathbf{i} + \left[10 + (88\sin 30^\circ)t - 16t^2\right]\mathbf{j} = 44\sqrt{3}\mathbf{i} + \left(10 + 44t - 16t^2\right)\mathbf{j}.
\]
9. The position function is \( \mathbf{r}(t) = (140 \cos 22^\circ) \mathbf{i} + \left[ 2.5 + (140 \sin 22^\circ) t - 16 t^2 \right] \mathbf{j} \).

When \( x = 375, \ t \approx 2.889 \) seconds. For this value of \( t, \ y \approx 20.5 \) feet. So, the ball clears the 10-foot fence.

10. The position function now uses \(-4.9\) instead of \(-16\), due to the units.

\[
\mathbf{r}(t) = (100 \cos 30^\circ) \mathbf{i} + \left[ 1.5 + (100 \sin 30^\circ) t - 4.9 t^2 \right] \mathbf{j}.
\]

The maximum height occurs when \( \frac{dy}{dt} = 0 \). \( 100 \sin 30^\circ = 9.8 t \Rightarrow t \approx 5.102 \) seconds. The maximum height is \( y = 1.5 + 100 \sin 30^\circ(5.102) - 4.9(5.102)^2 \approx 129.1 \) meters.

### Lesson 35

1. We calculate the derivative and use the formula for the unit tangent.

\[
\mathbf{r}'(t) = 2 \mathbf{i} + 2 \mathbf{j}, \quad \mathbf{r}'(1) = 2 \mathbf{i} + 2 \mathbf{j}, \quad \mathbf{T}(1) = \frac{\mathbf{r}'(1)}{\|\mathbf{r}'(1)\|} = \frac{2 \mathbf{i} + 2 \mathbf{j}}{\sqrt{4 + 4}} = \frac{2 \mathbf{i} + 2 \mathbf{j}}{2 \sqrt{2}} = \frac{\sqrt{2}}{2} \mathbf{i} + \frac{\sqrt{2}}{2} \mathbf{j}.
\]

2. We calculate the derivative and use the formula for the unit tangent.

\[
\mathbf{r}'(t) = -4 \sin \theta \mathbf{i} + 4 \cos \theta \mathbf{j}, \quad \mathbf{r}'\left(\frac{\pi}{4}\right) = -2 \mathbf{i} + 2 \mathbf{j}.
\]

\[
\mathbf{T}\left(\frac{\pi}{4}\right) = \frac{\mathbf{r}'\left(\frac{\pi}{4}\right)}{\|\mathbf{r}'\left(\frac{\pi}{4}\right)\|} = \frac{-2 \mathbf{i} + 2 \mathbf{j}}{\sqrt{8 + 8}} = \frac{-2 \mathbf{i} + 2 \mathbf{j}}{4} = -\frac{\mathbf{i}}{2} + \frac{\mathbf{j}}{2}.
\]

3. \( \mathbf{r}'(t) = 3 \mathbf{i} - \frac{1}{t} \mathbf{j} \), \( \mathbf{r}'(e) = 3 \mathbf{i} - \frac{1}{e} \mathbf{j} \), \( \mathbf{T}(e) = \frac{\mathbf{r}'(e)}{\|\mathbf{r}'(e)\|} = \frac{3 \mathbf{i} - \frac{1}{e} \mathbf{j}}{\sqrt{9 + \frac{1}{e^2}}} = \frac{3 \mathbf{i} - \mathbf{j}}{\sqrt{9e^2 + 1}} \).

4. We differentiate the unit tangent vector.

\[
\mathbf{r}'(t) = \mathbf{i} + t \mathbf{j}, \quad \mathbf{T}(t) = \frac{\mathbf{r}'(t)}{\|\mathbf{r}'(t)\|} = \frac{\mathbf{i} + t \mathbf{j}}{\sqrt{1 + t^2}}.
\]

\[
\mathbf{T}'(t) = \frac{-t}{(1 + t^2)^{3/2}} \mathbf{i} + \frac{1}{(1 + t^2)^{3/2}} \mathbf{j}, \quad \mathbf{T}'(2) = \frac{-2}{(5)^{3/2}} \mathbf{i} + \frac{1}{(5)^{3/2}} \mathbf{j}
\]

\[
\mathbf{N}(2) = \frac{\mathbf{T}'(2)}{\|\mathbf{T}'(2)\|} = \frac{\mathbf{T}'(2)}{\sqrt{\mathbf{T}'(2) \cdot \mathbf{T}'(2)}} = \frac{1}{\sqrt{5}} (-2 \mathbf{i} + \mathbf{j}).
\]
5. We differentiate the unit tangent vector.

\[ r'(t) = -\pi \sin \hat{t} + \pi \cos t \hat{j}. \]

\[ r'(t) \parallel r'(t) = T(t) = \frac{r'(t)}{\|r'(t)\|} = -\pi \sin \hat{t} + \pi \cos t \hat{j}. \]

\[ T'(t) = -\cos \hat{t} - \sin t \hat{j}. \]

\[ \|T'(t)\| = 1. \]

\[ T'(\pi/6) = -\frac{\sqrt{3}}{2} \hat{i} - \frac{1}{2} \hat{j}. \]

\[ N(\pi/6) = \frac{T'(\pi/6)}{\|T'(\pi/6)\|} = -\frac{\sqrt{3}}{2} \hat{i} - \frac{1}{2} \hat{j}. \]

6. \( r'(t) = 4\hat{i}, T(t) = \frac{r'(t)}{\|r'(t)\|} = \frac{4\hat{i}}{4} = \hat{i}, T'(t) = 0. \) The unit normal is not defined. The path is a line (the \( x \)-axis).

7. We calculate the unit tangent, unit normal, and acceleration vectors.

\[ v(t) = r'(t) = 2\hat{i} + 2\hat{j}, \quad v(1) = 2\hat{i} + 2\hat{j}, \quad a(t) = 2\hat{i} = a(1). \]

\[ T(t) = \frac{v(t)}{\|v(t)\|} = \frac{1}{\sqrt{4t^2 + 4}} (2\hat{i} + 2\hat{j}) = \frac{1}{\sqrt{t^2 + 1}} (\hat{i} + \hat{j}), \quad T(1) = \frac{1}{\sqrt{2}} (\hat{i} + \hat{j}). \]

\[ T'(t) = \frac{T'(t)}{\|T'(t)\|} = \frac{\hat{i} + \frac{-t}{(t^2 + 1)^{3/2}} \hat{j}}{\sqrt{t^2 + 1}} = \frac{1}{2\sqrt{2}} \hat{i} - \frac{1}{2\sqrt{2}} \hat{j}. \]

\[ N(t) = \frac{T'(t)}{\|T'(t)\|} = \frac{1}{\sqrt{t^2 + 1}} (\hat{i} - \hat{j}), N(1) = \frac{\sqrt{2}}{2} \hat{i} - \frac{\sqrt{2}}{2} \hat{j}. \]

8. The tangential and normal components of acceleration at \( t = 1 \) are \( a_T = a \cdot T = \sqrt{2}, a_N = a \cdot N = \sqrt{2}. \)

We will use the fact that the unit normal points in the direction that the curve is bending. The curve is \( y = \sqrt{x} \), oriented left to right.

\[ v(t) = r'(t) = \hat{i} - \frac{1}{t^2} \hat{j}, \quad v(1) = \hat{i} - \hat{j}, \quad a(t) = \frac{2}{t^2} \hat{j}, a(1) = 2\hat{j}. \]

\[ T(t) = \frac{v(t)}{\|v(t)\|} = \frac{1}{\sqrt{1 + \frac{1}{t^2}}} (\hat{i} - \frac{1}{t^2} \hat{j}) = \frac{t^2}{\sqrt{t^4 + 1}} (\hat{i} - \frac{1}{t^2} \hat{j}) = \frac{1}{\sqrt{t^4 + 1}} (t\hat{i} - \hat{j}). \]

\[ T(1) = \frac{1}{\sqrt{2}} (\hat{i} - \hat{j}) \Rightarrow N(1) = \frac{1}{\sqrt{2}} (\hat{i} + \hat{j}). \]

The tangential and normal components are \( a_T = a \cdot T = -\sqrt{2}, a_N = a \cdot N = \sqrt{2}. \)

9. \( a_T = a \cdot T = T \cdot a = \frac{v}{\|v\|} \cdot a = \frac{v \cdot a}{\|v\|}. \)
Lesson 36

1. For \( t > 0 \), \( \mathbf{r}'(t) = 2t \mathbf{i}, \quad \|\mathbf{r}'(t)\| = 2t, \quad \mathbf{T}(t) = \mathbf{i}, \quad \mathbf{T}'(t) = 0, \quad K = \frac{\|\mathbf{T}'(t)\|}{\|\mathbf{r}'(t)\|} = 0. \)

2. This seems reasonable because the path is a straight line.

We use the results of Problem 8 in Lesson 35. Recall that

\[
\mathbf{r}'(t) = 1 - \frac{1}{t^2} \mathbf{j}, \quad \mathbf{r}'(1) = \mathbf{i} - \mathbf{j}, \quad \|\mathbf{r}'(1)\| = \sqrt{2}.
\]

Furthermore, \( \mathbf{T}(t) = \frac{1}{\sqrt{t^4 + 1}} (t^2 \mathbf{i} - \mathbf{j}) \), which implies that

\[
\mathbf{T}'(t) = \frac{2t}{(t^4 + 1)^{3/2}} \mathbf{i} + \frac{2t^3}{(t^4 + 1)^{3/2}} \mathbf{j} \quad \text{and} \quad \mathbf{T}'(1) = \frac{2}{\sqrt{2}} \mathbf{i} + \frac{2}{\sqrt{2}} \mathbf{j} = \frac{1}{\sqrt{2}} (\mathbf{i} + \mathbf{j}).
\]

Finally, \( \|\mathbf{T}'(1)\| = 1 \) and \( K = \frac{\|\mathbf{T}'(1)\|}{\|\mathbf{r}'(1)\|} = \frac{1}{\sqrt{2}}. \)

3. \( \mathbf{r}'(t) = \mathbf{i} + \cos tf \mathbf{j}, \quad \|\mathbf{r}'(t)\| = \sqrt{1 + \cos^2 t}, \quad \mathbf{r}'\left(\frac{\pi}{2}\right) = \mathbf{i}, \quad \|\mathbf{r}'\left(\frac{\pi}{2}\right)\| = 1. \)

\[
a(t) = -\sin tf \mathbf{j}, \quad a\left(\frac{\pi}{2}\right) = -1 \mathbf{j}, \quad \mathbf{T}(t) = \frac{1}{\sqrt{1 + \cos^2 t}} (1 + \cos t \mathbf{j}).
\]

\[
\mathbf{T}'(t) = \frac{\sin t \cos t}{(1 + \cos^2 t)^{3/2}} \mathbf{i} - \frac{\sin t}{(1 + \cos^2 t)^{3/2}} \mathbf{j}, \quad \mathbf{T}'\left(\frac{\pi}{2}\right) = -\mathbf{j}.
\]

Hence, the curvature is \( K\left(\frac{\pi}{2}\right) = \frac{\|\mathbf{T}'\left(\frac{\pi}{2}\right)\|}{\|\mathbf{r}'\left(\frac{\pi}{2}\right)\|} = \frac{1}{1} = 1. \)

4. \( \mathbf{r}'(t) = -5 \mathbf{i} + 2 \mathbf{j}, \quad \mathbf{T}(t) = \frac{1}{\sqrt{29}} (-5 \mathbf{i} + 2 \mathbf{j}), \quad \mathbf{T}'(t) = 0 \Rightarrow K = 0. \) The curve is a straight line, and hence, the curvature is zero.

5. \( y = 2x^2 + 3, \quad y' = 4x, \quad y'(-1) = -4, \quad y'' = 4. \) The formula for curvature in rectangular coordinates gives

\[
K = \frac{|y''|}{\left[1 + (y')^2\right]^{3/2}} = \frac{4}{\left[1 + (-4)^2\right]^{3/2}} = \frac{4}{17^{3/2}} \approx 0.057.
\]

6. \( y = \cos 2x, \quad y' = -2 \sin 2x, \quad y'(2\pi) = 0, \quad y'' = -4 \cos 2x, \quad y''(2\pi) = -4. \)

The curvature is \( K = \frac{|y''|}{\left[1 + (y')^2\right]^{3/2}} = \frac{4}{\left[1 + 0^2\right]^{3/2}} = 4. \)
7. We have seen in the lesson that the curvature for the exponential function is 

\[ K = \frac{e'}{(1 + e^{2x})^{3/2}}. \]

Differentiating, \( K' = \frac{e' (1 - 2e^{2x})}{(1 + e^{2x})^{3/2}} \). Let the derivative equal zero:

\[ 1 - 2e^{2x} = 0 \Rightarrow e^{2x} = \frac{1}{2} \Rightarrow 2x = \ln \frac{1}{2} \Rightarrow x = \frac{1}{2} \ln \frac{1}{2} = -\frac{1}{2} \ln 2 = \ln 2^{1/2}. \]

By the first derivative test, this is a maximum. For this \( x \)-value, \( e^{x} = 2^{-1/2} = \frac{1}{\sqrt{2}} \) and \( e^{2x} = 2^{-1} = \frac{1}{2} \). Hence,

\[ K = \frac{e'}{(1 + e^{2x})^{3/2}} = \frac{1/\sqrt{2}}{(1 + \frac{1}{2})^{3/2}} = \frac{1}{\sqrt{2}} \left( \frac{1}{3/2} \right)^{3/2} = \frac{2}{3\sqrt{3}} = \frac{2\sqrt{3}}{9}. \]

8. The position function for the ellipse is \( \mathbf{r}(t) = 3\cos t + 5\sin t \mathbf{j} \). We have

\[ \mathbf{r}'(t) = -3\sin t + 5\cos t \mathbf{j}, \quad \|r'(t)\| = \sqrt{9\sin^2 t + 25\cos^2 t} = \frac{-3\sin t + 5\cos t}{\sqrt{9\sin^2 t + 25\cos^2 t}}. \]

Differentiating, \( \mathbf{T}'(t) = \frac{-75\cos t - 45\sin t}{(9\sin^2 t + 25\cos^2 t)^{3/2}}. \) So, the curvature is

\[ K = \frac{\|\mathbf{T}'(t)\|}{\|r'(t)\|} = \frac{\sqrt{75^2 \cos^2 t + 45^2 \sin^2 t}}{(9\sin^2 t + 25\cos^2 t)^{3/2}} \]

\[ = \frac{15\sqrt{25\cos^2 t + 9\sin^2 t}}{(9\sin^2 t + 25\cos^2 t)^{3/2}} = \frac{15}{(9\sin^2 t + 25\cos^2 t)^{3/2}}. \]

9. When \( t = \frac{\pi}{2}, \frac{3\pi}{2} \) the maximum is \( \frac{5}{9} \), and when \( t = 0, 2\pi \) the minimum is \( \frac{3}{25} \).

\[ y = 1 - x^3, \quad y' = -3x^2, \quad y'' = -6x. \]

\[ K = \frac{|y''|}{\sqrt{1 + (y')^2}} = \frac{|-6x|}{\sqrt{1 + (-3x^2)^2}} = \frac{|-6x|}{\sqrt{1 + 9x^4}}. \]

So, the curvature is zero when \( x = 0 \).

Try graphing the function \( y = 1 - x^3 \) to verify this answer.
absolute value function (1): The absolute value function is defined by \( f(x) = |x| = \begin{cases} x, & x \geq 0 \\ -x, & x < 0 \end{cases} \). It is continuous, but not differentiable, at \( x = 0 \). Its graph appears in the shape of the letter V.

acceleration (34–35): In calculus, acceleration is the rate of change of velocity and has two components: the rate of change in speed and the rate of change in direction.

alternating series (21): The terms of an alternating series alternate in sign. For \( a_n > 0 \), the following are alternating series:

\[
\sum_{n=1}^{\infty} (-1)^n a_n = -a_1 + a_2 - a_3 + ... \\
\sum_{n=1}^{\infty} (-1)^{n+1} a_n = a_1 - a_2 + a_3 - ...
\]

arc length (8): If \( f(x) \) is a smooth curve on the interval \( a \leq x \leq b \), then the arc length of \( f \) is

\[
s = \int_a^b \sqrt{1 + [f'(x)]^2} \, dx = \int_a^b \sqrt{1 + [y']^2} \, dx.
\]

The differential of arc length is \( ds = \sqrt{1 + [f'(x)]^2} \, dx \).

area of a region in the plane (7): Let \( f \) be continuous and nonnegative on the interval \([a, b]\). Partition the interval into \( n \) equal subintervals of length \( \Delta x = \frac{b-a}{n} \), \( x_0 = a, x_1, x_2, ..., x_{n-1}, x_n = b \). The area of the region bounded by \( f \), the \( x \)-axis, and the vertical lines \( x = a \) and \( x = b \) is

\[
A = \lim_{n \to \infty} \sum_{i=1}^{n} f(c_i) \Delta x, \text{ where } c_i \text{ lies in the interval } (x_{i-1}, x_i).
\]

axis of revolution (30): If a region in the plane is revolved about a line, the resulting solid is a solid of revolution, and the line is called the axis of revolution.

bounded (16): When a sequence is both bounded above and bounded below.

cardioid (29): Polar equations of the form \( r = a(1 + \cos \theta) \) and \( r = a(1 + \sin \theta) \) are called cardioids.

center of mass (9): Calculated by dividing moment about the origin by the total mass, \( \bar{x} = \frac{M_y}{m} \), where \( m = m_1 + m_2 + ... + m_n \) and the moment about the origin is given by \( M_y = m_1 x_1 + ... + m_n x_n \). For a region of uniform density, the center of mass is often called the centroid of the region. See moment.

centroid (9): The geometric center of a planar lamina or higher-dimensional object. When mass is uniformly distributed, the centroid is equivalent to the center of mass.

compound interest formula: Let \( P \) be the amount of a deposit at an annual interest rate of \( r \) (as a decimal)
compounded \( n \) times per year. The amount after \( t \) years is \( A = P\left(1 + \frac{r}{n}\right)^{nt} \). If the interest is compounded continuously, the amount is \( A = Pe^{rt} \). See *Understanding Calculus: Problems, Solutions, and Tips*, Lesson 27.

**concavity (2):** Let \( f \) be differentiable on an open interval \( I \). The graph of \( f \) is concave upward on \( I \) if \( f' \) is increasing on \( I \) and concave downward on \( I \) if \( f' \) is decreasing on \( I \). A graph is concave upward if the graph is above its tangent lines and concave downward if the graph is below its tangent lines.

**continuous function (1):** A function \( f \) is continuous at \( c \) if the following three conditions are met: \( f(c) \) is defined, \( \lim_{x \to c} f(x) \) exists, and \( \lim_{x \to c} f(x) = f(c) \).

**convergence (17–24):** If the sequence of partial sums of an infinite series converges to a limit \( L \), then we say that the infinite series converges to \( L \). The **interval of convergence** of a series is the set of all real numbers for which the series converges. For a series centered at \( c \), the interval of convergence satisfies one of the following: The series converges only at \( c \); there exists a real number \( R > 0 \) (the **radius of convergence**) such that the series converges absolutely for \( |x-c| < R \) and diverges for \( |x-c| > R \); or the series converges for all real numbers.

**curvature (36):** A measure of how much a curve bends, \( K = \left| \frac{f''(t)}{(1 + (f'(t))^2)^{3/2}} \right| \). The curvature of \( y = f(x) \) is \( K = \frac{|y''|}{\left[1 + (y')^2\right]^{3/2}} \).

**cycloid (28):** The curve traced out by a point on the circumference of a circle rolling along a line.

**definite integral (3):** Let \( f \) be defined on the interval \([a, b]\). Partition the interval into \( n \) equal subintervals of length \( \Delta x = \frac{b-a}{n} \), \( x_0 = a, x_1, x_2, \ldots, x_{n-1}, x_n = b \). Assume that the following limit exists: \( \lim_{n \to \infty} \sum_{i=1}^{n} f(c_i) \Delta x \), where \( x_{i-1} \leq c_i \leq x_i \). Then, this limit is the definite integral of \( f \) from \( a \) to \( b \) and is denoted \( \int_{a}^{b} f(x) \, dx \).

\( \Delta x \) (2, 7): \( \Delta x \) (read “delta \( x \)”) denotes a (small) change in \( x \). Some textbooks use \( h \) instead of \( \Delta x \).

**derivative (2):** The derivative of \( f \) at \( x \) is given by the following limit, if it exists:

\[
 f'(x) = \lim_{\Delta x \to 0} \frac{f(x + \Delta x) - f(x)}{\Delta x}.
\]

Notations for the derivative of \( y = f(x) \):

\[
 f'(x), \quad \frac{dy}{dx}, \quad y', \quad \frac{d}{dx}[f(x)], \quad D[y].
\]

The definitions of slope and the derivative are based on the difference quotient for slope:

\[
 \text{slope} = \frac{\text{change in } y}{\text{change in } x} = \frac{\Delta y}{\Delta x}.
\]

**differential (2):** Let \( y = f(x) \) be a differentiable function. Then, \( dx = \Delta x \) is called the differential of \( x \). The differential of \( y \) is \( dy = f'(x)dx \).
differential equation (4): A differential equation in \( x \) and \( y \) is an equation that involves \( x, y \), and derivatives of \( y \). The order of a differential equation is determined by the highest-order derivative in the equation. A first-order linear differential equation (6) can be written in the standard form \( \frac{dy}{dx} + P(x)y = Q(x) \).

dot product (32): The dot product of two vectors \( \mathbf{u} = (u_1, u_2), \mathbf{v} = (v_1, v_2) \) is \( \mathbf{u} \cdot \mathbf{v} = u_1v_1 + u_2v_2 \). The dot product of two vectors is a real number, not a vector, and provides a method for determining the angle between two nonzero vectors.

Euler’s method (5): A simple numerical algorithm for approximating solutions to differential equations. An approximate solution to \( y' = F(x, y), y(x_0) = y_0 \) is given by \( x_n = x_{n-1} + h, y_n = y_{n-1} + hF(x_{n-1}, y_{n-1}) \).

Euler-Mascheroni constant (19): Denoted by gamma \( \gamma \), where \( \gamma = \lim_{n \to \infty} (S_n - \ln n) \), and \( S_n = 1 + \frac{1}{2} + \frac{1}{3} + \ldots + \frac{1}{n} \). It is not known if this limit is rational or irrational.

exponential function (1): The inverse of the natural logarithmic function \( y = \ln x \) is the exponential function \( y = e^x \). The exponential function is equal to its derivative, \( \frac{d}{dx}[e^x] = e^x \). The exponential function to base \( a, a > 0 \), is defined by \( a^r = e^{(\ln a)r} \).

first derivative test (2): Let \( c \) be a critical number of \( f \). If \( f' \) changes from positive to negative at \( c \), then \( f \) has a relative maximum at \( (c, f(c)) \). If \( f' \) changes from negative to positive at \( c \), then \( f \) has a relative minimum at \( (c, f(c)) \). See second derivative test.

fundamental theorem of calculus (3): If \( f \) is a continuous function on the closed interval \([a, b]\) and \( F \) is an antiderivative of \( f \), then \( \int_a^b f(x) \, dx = F(b) - F(a) \). This theorem and the second fundamental theorem of calculus show how integration and differentiation are basically inverse operations. If \( f \) is continuous on an open interval \( I \) containing \( a \), the second fundamental theorem of calculus says that for any \( x \) in the interval, 
\[
\frac{d}{dx}\left[\int_a^x f(t) \, dt\right] = f(x).
\]

geometric series (17): A series in which each term in the summation is a fixed multiple of the previous term.

The geometric series with common ratio \( r \) is \( \sum_{k=0}^{\infty} ar^k = a + ar + ar^2 + ar^3 + \ldots \). The series converges to \( \frac{a}{1-r} \) if \( |r| < 1 \). The geometric series diverges if \( |r| \geq 1 \).

growth and decay model (5): The solution to the growth and decay model \( \frac{dy}{dt} = ky \) is \( y = Ce^{kt} \).

half-angle formulas (11): \( \sin^2 x = \frac{1 - \cos 2x}{2} \); \( \cos^2 x = \frac{1 + \cos 2x}{2} \). Used when exponents \( m \) and \( n \) are both even in the integral \( \int \sin^m x \cos^n x \, dx \).

harmonic series (19): \( \sum_{n=1}^{\infty} \frac{1}{n} = 1 + \frac{1}{2} + \frac{1}{3} + \ldots \) diverges even though its terms tend to zero.
Hooke’s law (8): The force $F$ required to compress or stretch a spring (within its elastic limits) is proportional to the distance $d$ that the spring is compressed or stretched from its original length: $F = kd$. The proportionality constant $k$ is the **spring constant** and depends on the nature of the spring.

**horizontal asymptote** (5): The line $y = L$ is a horizontal asymptote of the graph of $f$ if $\lim_{x \to \pm \infty} f(x) = L$ or $\lim_{x \to \pm \infty} f(x) = L$.

**implicit differentiation** (2): A technique used when it is difficult to express $y$ as a function of $x$ explicitly. The steps are as follows: Differentiate both sides with respect to $x$, collect all terms involving $dy/dx$ on the left side of the equation and move all other terms to the right side, factor $dy/dx$ out of the left side, and solve for $dy/dx$.

**improper integral** (15): An integral where one of the limits of integration is $\infty$ or $-\infty$, of the form $\int_a^b f(x)\,dx = \lim_{\beta \to \infty, \alpha \to -\infty} \int_{\alpha}^{\beta} f(x)\,dx$, or those that are not continuous on the closed interval $[a,b]$.

**infinite series** (17): An infinite series is defined in terms of a sequence of partial sums. See **series**.

**integrating factor** (6): For a linear differential equation, the integrating factor is $u = e^{\int P(x) \,dx}$.

**integration by partial fractions** (13): An algebraic technique for splitting up complicated algebraic expressions—in particular, rational functions—into a sum of simpler functions, which can then be integrated easily using other techniques.

**integration by parts** (10): $\int u \,dv = uv - \int v \,du$.

**integration by substitution** (3): Let $F$ be an antiderivative of $f$. If $u = g(x)$, then $du = g'(x)\,dx$, so we have $\int f(g(x))g'(x)\,dx = F(g(x)) + C$ because $\int f(u)\,du = F(u) + C$.

**inverse functions** (1): Those whose graphs are symmetric across the line $y = x$.

A function $g$ is the inverse function of the function $f$ if $f(g(x)) = x$ for all $x$ in the domain of $g$ and $g(f(x)) = x$ for all $x$ in the domain of $f$. The inverse of $f$ is denoted $f^{-1}$.

**inverse trigonometric functions** (1): These inverse functions are defined by restricting the domain of the original function, as follows:

- $y = \arcsin x = \sin^{-1} x \iff \sin y = x$, for $-1 \leq x \leq 1$ and $-\frac{\pi}{2} \leq y \leq \frac{\pi}{2}$.
- $y = \arccos x = \cos^{-1} x \iff \cos y = x$, for $-1 \leq x \leq 1$ and $0 \leq y \leq \pi$.
- $y = \arctan x = \tan^{-1} x \iff \tan y = x$, for $-\infty < x < \infty$ and $-\frac{\pi}{2} < y < \frac{\pi}{2}$.
- $y = \arcsec x = \sec^{-1} x \iff \sec y = x$, for $|x| \geq 1$, $0 \leq y \leq \pi$, and $y \neq \frac{\pi}{2}$.

**L’Hôpital’s rule** (14): A technique for evaluating indeterminate forms for limits such as $\frac{0}{0}$ or $\frac{\infty}{\infty}$, where no guaranteed limit exists.
limit (1): Defined informally, if \( f(x) \) becomes arbitrarily close to a single number \( L \) as \( x \) approaches \( c \) from either side, we say that the limit of \( f(x) \) as \( x \) approaches \( c \) is \( L \), which we write as \( \lim_{x \to c} f(x) = L \). Also, the equation \( \lim_{x \to c} f(x) = \infty \) means that \( f(x) \) increases without bound as \( x \) approaches \( c \). More formally: Let \( f \) be a function defined on an open interval containing \( c \) (except possibly at \( c \)), and let \( L \) be a real number. The statement \( \lim_{x \to c} f(x) = L \) means that for each \( \varepsilon > 0 \), there exists a \( \delta > 0 \) such that if \( 0 < |x - c| < \delta \), then \( |f(x) - L| < \varepsilon \).

limit of a sequence (16): When the terms of a sequence approach a fixed real number. When the limit exists, the sequence converges to \( L \), and we write \( \lim_{n \to \infty} a_n = L \). If the limit does not exist, then the sequence diverges.

log rule for integration (3): \( \int \frac{1}{x} \, dx = \ln |x| + C \). For a logarithmic function to base \( a \), when \( a > 0 \) and \( a \neq 1 \), \( \log_a x = \frac{1}{\ln a} \ln x \). See Understanding Calculus: Problems, Solutions, and Tips, Lesson 27.

logistic differential equation (5): Defined as \( \frac{dy}{dt} = ky \left( 1 - \frac{y}{L} \right); k, L > 0 \), where \( k \) is the rate of growth (or decay) and \( L \) is a limit on the growth (or decay). Its solution is \( y = \frac{L}{1 + be^{-kt}} \).

moment (9): Related to the turning force of a mass around a pivot or fulcrum. More precisely, if a mass \( m \) is concentrated at a point, and if \( x \) is the distance between the mass and another point \( P \), then the moment of \( m \) about \( P \) is \( mx \).

monotonic (16): A sequence is monotonic if its terms are nondecreasing, \( a_1 \leq a_2 \leq a_3 \leq \ldots \), or nonincreasing, \( a_1 \geq a_2 \geq a_3 \geq \ldots \).

natural logarithmic function (3): The natural logarithmic function is defined by the definite integral \( \ln x = \int_1^x \frac{1}{t} \, dt \), \( x > 0 \).

normal (35): Perpendicular or orthogonal; the normal component of acceleration is the direction of the acceleration and is given by \( a_N = \| \mathbf{v} \| \| \mathbf{T} \| \mathbf{a} \cdot \mathbf{N} = \sqrt{\| \mathbf{a} \|^2 - a_T^2} \).

one-sided limits (1): The limit from the right means that \( x \) approaches \( c \) from values greater than \( c \). The notation is \( \lim_{x \to c^+} f(x) = L \). Similarly, the limit from the left means that \( x \) approaches \( c \) from values less than \( c \), notated \( \lim_{x \to c^-} f(x) = L \). See Understanding Calculus: Problems, Solutions, and Tips, Lesson 5.

orthogonal (5): The orthogonal trajectories of a given family of curves are another family of curves, each of which is orthogonal (perpendicular) to every curve in the given family. See normal and dot product.

\( p \)-series (19): \( \sum_{n=1}^{\infty} \frac{1}{n^p} = \frac{1}{1^p} + \frac{1}{2^p} + \frac{1}{3^p} + \ldots \) is equal to the harmonic series when \( p = 1 \). The \( p \)-series test states that a \( p \)-series converges if \( p > 1 \) and diverges if \( 0 < p \leq 1 \).
parametric equation (28): Consider \( x \) and \( y \) as functions of a third variable ("parameter") \( t \). The curve traced out by the parametric equations \( x = f(t), y = g(t) \) induces an orientation to the graph of the curve.

planar lamina (9): A flat plate of uniform density.

polar coordinates (29): An alternative to rectangular (Cartesian) coordinates of \( P = (x, y) \), with each point instead given by \( (r, \theta) \), where \( r \) is the distance from \( P \) to the origin and \( \theta \) is the angle the segment \( \overline{OP} \) makes with the positive \( x \)-axis.

power series (24): An infinite series in the variable \( x \); loosely speaking, an infinite polynomial. One familiar example is the geometric series, \( \sum_{n=0}^{\infty} x^n = 1 + x + x^2 + \cdots \).

radians (1): Calculus uses radian measure. If a problem is stated in degree measure, you must convert to radians: \( 360^\circ \) is \( 2\pi \) radians; \( 180^\circ \) is \( \pi \) radians.

second derivative test (2): Let \( f'(c) = 0 \) ( \( c \) is a critical number of \( f \)). If \( f''(c) > 0 \), then \( f \) has a relative minimum at \( c \). If \( f''(c) < 0 \), then \( f \) has a relative maximum at \( c \).

sequence (16): An infinite list of real numbers, written \( \{a_n\} = \{a_1, a_2, \ldots\} \). That is, a sequence is a function whose domain is the set of positive integers.

series (17): A series is written using sigma notation for sums (See Understanding Calculus: Problems, Solutions, and Tips, Lesson 19); for an infinite series \( \sum a_n = a_1 + a_2 + a_3 + \cdots \), the \( n \)th partial sum is given by \( S_n = a_1 + a_2 + a_3 + \cdots + a_n \).

Note that it is common to say simply “series” when referring to an infinite series.

slope field (4): Given a differential equation in \( x \) and \( y' = F(x, y) \), the equation determines the derivative at each point \( (x, y) \). If you draw short line segments with slope \( F(x, y) \) at selected points \( (x, y) \), then these line segments form a slope field. See Understanding Calculus: Problems, Solutions, and Tips, Lesson 35.

solid of revolution (7): If a region in the plane is revolved about a line, the resulting solid is a solid of revolution, and the line is called the axis of revolution. When the plane is a circle, the resulting solid is a torus.

solution curves (5): The general solution of a first-order differential equation represents a family of curves known as solution curves, one for each value of the arbitrary constant. See Understanding Calculus: Problems, Solutions, and Tips, Lesson 35.

summation formulas:

\[
\sum_{i=1}^{n} c = c + c + \cdots + c = cn.
\]

\[
\sum_{i=1}^{n} i = \frac{n(n+1)}{2}.
\]

\[
\sum_{i=1}^{n} i^2 = \frac{n(n+1)(2n+1)}{6}.
\]
Taylor polynomial (23): The Taylor polynomial of degree \( n \) for \( f \) at \( c \) is

\[
P_n(x) = \sum_{n=0}^{\infty} \frac{f^{(n)}(c)}{n!}(x-c)^n = f(c) + f'(c)(x-c) + \frac{f''(c)}{2!}(x-c)^2 + \cdots + \frac{f^{(n)}(c)}{n!}(x-c)^n.
\]

Taylor series (26): A power series representation of a function. The Taylor series for \( f \) at \( c \) is

\[
\sum_{n=0}^{\infty} \frac{f^{(n)}(c)}{n!}(x-c)^n = f(c) + f'(c)(x-c) + \frac{f''(c)}{2!}(x-c)^2 + \cdots + \frac{f^{(n)}(c)}{n!}(x-c)^n + \cdots.
\]

Taylor’s theorem (23): Can be used to estimate the accuracy of a Taylor polynomial. Let \( f \) be differentiable through order \( n+1 \) on an interval containing \( c \). Then, there exists a number \( z \) between \( x \) and \( c \) such that

\[
f(x) = f(c) + f'(c)(x-c) + \frac{f''(c)}{2!}(x-c)^2 + \cdots + \frac{f^{(n)}(c)}{n!}(x-c)^n + R_n(x),
\]

where \( R_n(x) = \frac{f^{(n+1)}(z)}{(n+1)!}(x-c)^{n+1} \). That is, \( |R_n(x)| \leq \frac{|x-c|^{n+1}}{(n+1)!} \max |f^{(n+1)}(z)| \).

telescoping series (17): A series in which intermediate terms of the partial sums cancel one another and drop out, typically leaving only the first and last terms.

torus (31): A surface or solid shaped like a tire or doughnut and formed by revolving the region bounded by the circle \( x^2 + y^2 = r^2 \) about the line \( x = R \) \( (r < R) \).

d of Pappus (9): If a region is rotated about the \( y \)-axis, then the volume of the resulting solid of revolution is \( V = 2\pi x A \).

trigonometric identities (2): Trigonometric identities are trigonometric equations that are valid for all values of the variable (typically \( x \) or \( \theta \)) and offer an important technique for simplifying differentiation and integration problems. In addition to those described under trigonometric functions, some of the most useful are as follows:

\[
\sin^2 x + \cos^2 x = 1.
\]
\[
\tan^2 x + \sec^2 x = 1.
\]
\[
\cos 2x = \cos^2 x - \sin^2 x.
\]
\[
\sin 2x = 2 \sin x \cos x.
\]
\[
\cos^2 x = \frac{1 + \cos 2x}{2}.
\]
\[
\sin^2 x = \frac{1 - \cos 2x}{2}.
\]
**trigonometric functions** (1): The right triangle definition of the trigonometric functions uses the following right triangle:

\[ \sin \theta = \frac{a}{c}, \quad \cos \theta = \frac{b}{c}, \quad \tan \theta = \frac{\sin \theta}{\cos \theta} = \frac{a}{b}. \]

For a point \((x, y)\) on the unit circle \(x^2 + y^2 = 1\), the unit circle definition of the trigonometric functions is

\[ \sin \theta = y, \quad \cos \theta = x, \quad \tan \theta = \frac{\sin \theta}{\cos \theta} = \frac{y}{x}. \]

\[ \csc \theta = \frac{1}{\sin \theta}, \quad \sec \theta = \frac{1}{\cos \theta}, \quad \cot \theta = \frac{1}{\tan \theta} = \frac{x}{y}. \]

**trigonometric substitution** (12): A technique for converting integrands to trigonometric integrals.

**vector** (31): For quantities that have both magnitude and direction, such as velocity, acceleration, and force; contrasted with scalars, which have only magnitude, such as speed, mass, volume, and time. Usually appear in lowercase, bold letters.

**vector-valued functions** (33): Functions that use vectors, instead of algebraic variables, to define their outputs, usually of the form \( \mathbf{r}(t) = f(t) \mathbf{i} + g(t) \mathbf{j} \), where \( f \) and \( g \) are the component functions and \( t \) is the parameter.

**velocity** (34): The derivative of the position function. The velocity vector is tangent to the path of a particle and points in the direction of motion.

**work** (8): Force times distance: \( W = F \cdot D \). If the force is variable, given by \( f(x) \), then the work \( W \) done by moving the object from \( x = a \) to \( x = b \) is \( W = \int_a^b f(x) \, dx \).
Summary of Differentiation Formulas

1. Constant multiple rule: \( \frac{d}{dx}[cu] = cu' \).

2. Sum or difference rule: \( \frac{d}{dx}[u ± v] = u' ± v' \).

3. Product rule: \( \frac{d}{dx}[uv] = u'v + uv' \).

4. Quotient rule: \( \frac{d}{dx}\left[\frac{u}{v}\right] = \frac{vu' - uv'}{v^2} \).

5. Constant rule: \( \frac{d}{dx}[c] = 0 \).

6. Chain rule: \( \frac{d}{dx}[f(u)] = f'(u)u' \).

7. General power rule: \( \frac{d}{dx}[u^n] = nu^{n-1}u' \).

8. \( \frac{d}{dx}[x] = 1 \).

9. \( \frac{d}{dx}[\ln x] = \frac{1}{x} \).

10. \( \frac{d}{dx}[e^x] = e^x \).

11. \( \frac{d}{dx}[\log_a x] = \frac{1}{(\ln a)x} \).

12. \( \frac{d}{dx}[a^x] = (\ln a)a^x \).

13. \( \frac{d}{dx}[\sin x] = \cos x \).

14. \( \frac{d}{dx}[\cos x] = -\sin x \).

15. \( \frac{d}{dx}[\tan x] = \sec^2 x \).

16. \( \frac{d}{dx}[\cot x] = -\csc^2 x \).

17. \( \frac{d}{dx}[\sec x] = \sec x \tan x \).

18. \( \frac{d}{dx}[\csc x] = -\csc x \cot x \).

19. \( \frac{d}{dx}[\arcsin x] = \frac{1}{\sqrt{1-x^2}} \).

20. \( \frac{d}{dx}[\arctan x] = \frac{1}{1+x^2} \).

21. \( \frac{d}{dx}[\arcsec x] = \frac{1}{|x|\sqrt{x^2 - 1}} \).
### Summary of Integration Formulas

1. \[ \int k f(x) \, dx = k \int f(x) \, dx \]
2. \[ \int [f(x) \pm g(x)] \, dx = \int f(x) \, dx \pm \int g(x) \, dx \]
3. \[ \int d(x) = x + C \]
4. Power rule for integration: \[ \int x^n \, dx = \frac{x^{n+1}}{n+1} + C, \text{ for } n \neq -1 \]
5. Log rule for integration: \[ \int \frac{dx}{x} = \ln|x| + C \]
6. \[ \int e^x \, dx = e^x + C \]
7. \[ \int a^x \, dx = \left( \frac{1}{\ln a} \right) a^x + C \]
8. \[ \int \sin x \, dx = -\cos x + C \]
9. \[ \int \cos x \, dx = \sin x + C \]
10. \[ \int \tan x \, dx = -\ln|\cos x| + C \]
11. \[ \int \cot x \, dx = \ln|\sin x| + C \]
12. \[ \int \sec x \, dx = \ln|\sec x + \tan x| + C \]
13. \[ \int \csc x \, dx = -\ln|\csc x + \cot x| + C \]
14. \[ \int \sec^2 x \, dx = \tan x + C \]
15. \[ \int \csc^2 x \, dx = -\cot x + C \]
16. \[ \int \sec x \tan x \, dx = \sec x + C \]
17. \[ \int \csc x \cot x \, dx = -\csc x + C \]
18. \[ \int \frac{dx}{\sqrt{a^2 - x^2}} = \arcsin \frac{x}{a} + C \]
19. \[ \int \frac{dx}{a^2 + x^2} = \frac{1}{a} \arctan \frac{x}{a} + C \]
20. \[ \int \frac{dx}{x\sqrt{x^2 - a^2}} = \frac{1}{a} \text{arcsec} \frac{|x|}{a} + C \]
Power Series for Elementary Functions

1. \( \frac{1}{x} = 1 - (x - 1) + (x - 1)^2 - (x - 1)^3 + \cdots + (-1)^n (x - 1)^n + \cdots \quad 0 < x \leq 2. \)

2. \( \frac{1}{1 + x} = 1 - x + x^2 - x^3 + \cdots + (-1)^n x^n + \cdots \quad -1 < x < 1. \)

3. \( \frac{1}{1 - x} = 1 + x + x^2 + x^3 + \cdots + x^n + \cdots \quad -1 < x < 1. \)

4. \( \ln x = (x - 1) - \frac{(x - 1)^2}{2} + \frac{(x - 1)^3}{3} - \frac{(x - 1)^4}{4} + \cdots + (-1)^{n-1} \frac{(x - 1)^n}{n} + \cdots \quad 0 < x \leq 2. \)

5. \( e^x = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \frac{x^4}{4!} + \cdots + \frac{x^n}{n!} + \cdots \quad -\infty < x < \infty. \)

6. \( \sin x = x - \frac{x^3}{3!} + \frac{x^5}{5!} - \frac{x^7}{7!} + \cdots + (-1)^n \frac{x^{2n+1}}{(2n+1)!} + \cdots \quad -\infty < x < \infty. \)

7. \( \cos x = 1 - \frac{x^2}{2!} + \frac{x^4}{4!} - \frac{x^6}{6!} + \cdots + (-1)^n \frac{x^{2n}}{(2n)!} + \cdots \quad -\infty < x < \infty. \)

8. \( \arctan x = x - \frac{x^3}{3} + \frac{x^5}{5} - \frac{x^7}{7} + \cdots + (-1)^n \frac{x^{2n+1}}{2n+1} + \cdots \quad -1 \leq x \leq 1. \)
Summary of Tests for Convergence and Divergence

- If the $n^{th}$ term of the series does not approach 0, then the series diverges.
- Try to compare with a known series. Remember: The harmonic series diverges.
- Is the series geometric? $\sum_{n=0}^{\infty} ar^n$ converges for $|r|<1$ and diverges for $|r|\geq 1$.
- Is the series a $p$-series? The series $\sum_{n=1}^{\infty} \frac{1}{n^p}$ converges for $p > 1$ and diverges for $0 < p \leq 1$.
- Is the series a telescoping series? If so, use cancelation to analyze the $n^{th}$ partial sum.
- Is the series alternating? If so, try to use the alternating series test for convergence.
- Try to use the integral test by comparing the series to an appropriate improper integral.
- The ratio test is especially useful for series containing factorials $n!$ or powers $x^n$.
- The root test is especially useful for series containing radicals.


